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1. Discussion on Task-Level Interaction

The main goal of cross-modal learning is to find a joint
space where images and texts are aligned. Our task-level
interaction is also towards this goal. Note that the con-
trastive loss can be seen as a classification loss: LI2T =
−E(vi,li)∼D log p(vi|{li}∪Ql), where the image vi is clas-
sified to the pseudo class denoted by the paired text li
among candidates {li} ∪ Ql. As samples in two queues
Qv&Ql are one-to-one paired, the image and text from each
pair form a pseudo class. Thus I2T and T2I tasks can be
viewed as classification over the same candidate classes,
and aligning the distributions of the two directions is in-
trinsically sound. This is also indirectly supported by our
observation that even when the task-level KL loss is not ex-
plicitly applied, its value still decreases during training. In
this work, we are thus inspired to use this task-level KL loss
to further enhance higher-level interaction (w.r.t. instance-
level one). Importantly, the ablation study results in Table 3
do verify the effectiveness of such task-level interaction.

2. Architecture Details

Text and Image Encoders. In our COTS, we adopt the
BERT-base [5] model as our text encoder, which contains a
total of 12 Transformer layers with 768 hidden units and 12
heads. Meanwhile, we deploy ViT-B/16 [8] as our image
encoder. The dimensions of the output vectors of the im-
age and text tokens are both Nseq × 768, where Nseq is the
sequence length. For each image, the final output vector of
the [CLS] token is used as the image embedding. And each
text embedding is obtained by averaging output vectors of
all the text tokens. We then apply a single fully-connected
layer for each modality to project the image/text embed-
dings to a joint cross-modal space. The final dimensions of
the image and text embeddings are 256.

*The corresponding author.

Model R@1 R@5 R@10 MR↓
VSE [12] 5.0 16.4 24.6 1500.0
VSE++ [12] 5.7 17.1 24.8 47.0
W2VV [6] 6.1 18.7 27.5 45.0
GPO [3] 8.7 25.3 35.9 -
HGR [4] 9.2 26.2 36.5 24.0
COOKIE [14] 9.8 28.3 39.6 -
CE [11] 10.0 29.0 41.2 16.0
MMT [9] 10.7 31.1 43.4 15.0
Dual Encoding [7] 11.6 30.3 41.3 17.0

COTS (5.3M) 17.4 38.8 49.7 11.0
COTS (15.3M) 19.2 41.6 52.8 9.0

Table 1. Comparison to the state-of-the-arts for text-to-video re-
trieval on MSR-VTT [15] under the full split setting. Notations: ↓
denotes that lower results are better.

Image Tokenizer. For each raw image, we first apply an av-
erage pooling layer to resize it from 384×384 to 192×192.
Further, we utilize the pre-trained discrete variational auto-
encoder (dVAE) [13] as the image tokenizer to obtain a se-
quence of 24 × 24 discrete image tokens. In this work,
for performing our cross-modal masked vision modeling
(CMVM) in our COTS, we apply a fully-connect layer as
the CMVM Head to predict the masked tokens.

3. More Text-to-Video Retrieval Results
In this section, we provide more results for text-to-video

retrieval on MSR-VTT [15] under the full split setting.
Implementation Details. We adopt the Adam [10] opti-
mizer with a weight decay of 0.02 for text-to-video retrieval.
We select hyper-parameters heuristically due to computa-
tional constraint: the batch size is 48, the momentum hyper-
parameter m = 0.99, temperature τ = 0.05, and the queue
size NQ is 1,444 for finetuning on MSR-VTT. We set the
initial learning rate to 5e-5 for the first epoch, and decay
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“A small girl in the grass plays with fingerpaints in front of a white canvas with a rainbow on it.”

“A couple and an infant, being held by the male, sitting next to a pond with a nearby stroller.”

“A white dog is trying to catch a ball in midair over a grassy field.”

“A car parked  in front of a small building and a woman on a bike is seen riding by.”
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“orange”“glasses”“ears”

“The man with pierced ears is wearing glasses and an orange hat.”

“A mother decides to take her child on a piggyback ride outside their apartment complex.”

“Spelunkers pose inside a rock cavern while bathed in sunlight from the surface.”

“piggyback”“child”“mother”

“sunlight”“pose”“Spelunkers”

“A man dressed for the cold weather in a heavy jacket and red hat riding a bicycle.”

“bicycle”“hat”“man”
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Figure 1. Visualizations of attention maps of our COTS using GAE [2] on images responding to individual words.

the learning rate linearly in the rest epochs. For each video,
we extract the feature embeddings of 16 frames and take
the average embedding as the video representation (we only
employ half of the frames used in Frozen in Time [1]).
Full Split Results. Table 1 presents the comparative re-
sults for text-to-video retrieval on MSR-VTT under the full
split setting (as in COOKIE [14]). It can be observed that:
(1) Our COTS (5.3M) significantly outperforms all com-
petitors by large margins on all evaluation metrics, which
clearly validates the general applicability and the transfer
ability of our COTS. (2) Compared with the latest model
Dual Encoding [7], our COTS achieves higher results by
5.8% (17.4% vs. 11.6%) on R@1 and 8.4% (49.7% vs.
41.3%) on R@10. This also demonstrates the effectiveness
of COTS. (3) When leveraging a larger pre-training dataset,
our COTS (15.3M) further improves the performance.

4. More Attention Visualization Results
More visualizations of attention maps obtained by our

COTS are shown in Figure 1. It can be observed that our
COTS has the ability to well locate different objects (e.g.,

“girl” in Figure 1(a), “sunlight” in Figure 1(h)) and even
capture fine-grained information (e.g., “ears” in Figure 1(b),
“hat” in Figure 1(d), and “bike” in Figure 1(g)). Inter-
estingly, our COTS can also capture color concepts (e.g.,
“orange” in Figure 1(b), “white” in Figure 1(e)) and ac-
tions (e.g., “catch” in Figure 1(e), “pose” in Figure 1(h)).
Moreover, as shown in Figure 1(c) and (f), our COTS can
correctly determine human information (i.e., gender and
age). Overall, these visualization results demonstrate that
our two-stream based COTS is able to identify multiple ob-
jects (and even fine-grained information) without introduc-
ing any cross-modal module like single-stream models.

5. Visualization of Momentum Similarity
Scores in Adaptive Momentum Filter

As we have mentioned in Section 3.3, we propose
an adaptive momentum filter (AMF) module to filter
noisy image-text pairs based on their momentum similar-
ity scores. We visualize the momentum similarity scores
of several image-text pairs sampled from CC12M in Fig-
ure 2. It can be seen that for each image-text pair with a high
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Figure 2. Examples of momentum similarity scores of several image-text pairs sampled from CC12M.

similarity score, there is a strong semantic correlation be-
tween its image and text (as shown in Figure 2(d)–(e)). On
the contrary, the low similarity score typically indicates that
the paired image and text have a weak semantic correlation
or even no semantic correlation (as shown in Figure 2(a)–
(c)). Specifically, in Figure 2(a), there is a man touching
his red car in the image, while the corresponding caption
is “<PERSON>’s <PERSON>’s Junk”. Since the text is
totally meaningless, such image-text pair could have nega-
tive effects on vision-language pre-training and thus needs
to be filtered/removed. Overall, the similarity scores cal-
culated by the AMF module are well in line with human
judgements, indicating the effectiveness of our AMF.
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