Appendices

A1. Related Works

A1.1. Neural Architecture Search

In early NAS, evolutionary algorithm (EA) [36,37] or reinforcement learning (RL) [4, 49, 50] were commonly-used search algorithms. Although these early works were successful in proving the potential of NAS, their immediate application was challenging due to the enormous search cost, easily mounting up to tens of thousands of GPU hours to search for a single architecture. Most of the computational overhead in early NAS algorithms occurred as the result of having to train each candidate architecture to convergence and evaluate it.

Through weight sharing [34], recent NAS works were able to achieve a noticeable acceleration in the architecture search process. Weight sharing utilizes a super-network, whose sub-networks correspond to candidate architectures belonging in the pre-defined search space. The sub-networks are evaluated with the weights inherited from the super-network, and thus, the sub-networks end up sharing a common set of weights. Modern NAS algorithms that exploit such performance approximation techniques can be categorized into differentiable NAS [9–11, 13, 14, 24, 28, 43, 45, 48], and one-shot NAS [5, 7, 17, 33, 46]; while the search and evaluation processes are entangled in the former, the latter disentangles them into separate processes.

Performance predictors [15], which take an encoded neural architecture as an input and output the accuracy of the corresponding architecture, are another promising direction for reducing the architecture evaluation cost. The main challenge in performance prediction is minimizing the number of architecture-accuracy pairs required to obtain a performance predictor that generalizes well to the rest of the search space. Because the problem of architecture performance prediction is by definition a regression task, [15, 25, 40] aimed to predict the exact value of accuracy by minimizing the mean squared error loss between the predicted and true accuracy. Recently, the concept of architecture comparators [12, 42], is rising in popularity. Instead of estimating the exact accuracy, comparators take two architectures as an input and use a ranking loss or a contrastive learning framework to predict which is more likely to rank higher in terms of accuracy.

Apart from weight sharing and performance predictors, there also exist works that aim to search for more general proxy settings for architecture evaluation. EcoNAS [47] explores four common reduction factors - the number of channels, the resolution of input images, the number of training epochs, and the sample ratio of the full training set - and determine which one of these proxies can be used to reliably estimate the final test accuracy. Na et al. [32] show that it is possible to only use a subset of the target dataset for execute NAS and propose a novel proxy dataset selection algorithm.

A1.2. NAS at initialization

Evaluating neural architectures without any amount of training is surely an interesting and attractive research direction that has potential to NAS. Mellor et al. [30] use the feature separability in the linear regions of a neural architecture as a metric to score architectures. Abdelfattah et al. [1] attempt to identify which one of the pruning-at-initialization techniques is most useful for NAS. Zen-NAS [26] analyzes the activation patterns in a neural architecture to quantify its expressivity. KNAS [41] and TE-NAS [8] have previously proposed to use the NTK framework to score neural architectures and thus are most closely-related to this work. As mentioned in the main paper, KNAS and TE-NAS use the MEAN and the CN metrics, respectively. In addition to CN, TE-NAS utilizes another at-initialization score, derived from the number of linear regions in a neural architecture.

A1.3. Neural Tangent Kernel

The NTK framework is based on the observation that for certain initialization schemes, the infinite width limit of many neural architectures can be exactly characterized using kernel tools [22]. Provided that this assumption holds, many of the questions in deep learning theory can be addressed through the study of linear methods and convex analyses [38]. The intuitiveness of the NTK framework led to important results regarding the generalization and optimization of deep neural networks [2, 6, 18, 23, 27, 51]. Such advances in the NTK framework subsequently led researchers to study how the NTK can be leveraged in various applications: prediction of the generalization performance and the training speed, explanation of inductive biases in deep neural networks, design of new classifiers. Despite these limitations, the intuitiveness of the NTK, which allows to use a powerful set of theoretical tools to exploit it, has led to a rapid increase in the amount of research that successfully leverages the NTK in applications, such as predicting generalization [16] and training speed [44], explaining certain inductive biases [31, 39] or designing new classifiers [3, 29]. Despite the proliferation of the NTK framework in the deep learning theory, there still exist doubts on whether the assumptions in the NTK framework truly holds for deep neural networks that are used in real life [19, 20].

A2. Metrics Summary

In Table A1, we provide an overview of the NTK-based metrics studied in the main paper, along with the direction of their rank correlation with the final test accuracy of a neural architecture.
Table A1. Overview of the NTK-based metrics studied in the main paper. “Rank” refers to whether the metric should be positively (+) or negatively (−) correlated with the final test accuracy.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Equation</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Norm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>µ(Θθ₀)</td>
<td>+</td>
</tr>
<tr>
<td>NCN</td>
<td>−(λmax(Θθ₀))</td>
<td>+</td>
</tr>
<tr>
<td>LGA</td>
<td>(Θθ₀ − µ(Θθ₀)) · (Lᵧ − µ(Lᵧ)) / ∥Θθ₀ − µ(Θθ₀)∥₂∥Lᵧ − µ(Lᵧ)∥₂</td>
<td>+</td>
</tr>
</tbody>
</table>

Table A2. Summary of differences among different NDS search spaces. “# Ops.” and “# nodes” correspond to the number of operations and the number of nodes in each cell. “Output” refers to which node(s) are concatenated for the output (= A if all nodes are are concatenate, = L if there are nodes that are not used as input to other nodes). “# cells” refers to the number possible cells, without considering the redundancy, that exist in each search space.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th># Ops.</th>
<th># Nodes</th>
<th>Output</th>
<th># Cells (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASNet</td>
<td>13</td>
<td>5</td>
<td>L</td>
<td>71,465,842</td>
</tr>
<tr>
<td>Amoeba</td>
<td>8</td>
<td>5</td>
<td>L</td>
<td>556,628</td>
</tr>
<tr>
<td>PNAS</td>
<td>8</td>
<td>5</td>
<td>A</td>
<td>556,628</td>
</tr>
<tr>
<td>ENAS</td>
<td>5</td>
<td>5</td>
<td>L</td>
<td>5,063</td>
</tr>
<tr>
<td>DARTS</td>
<td>8</td>
<td>4</td>
<td>A</td>
<td>242</td>
</tr>
</tbody>
</table>

A3. NAS Benchmarks & Image Datasets

NAS-Bench-101 (cont’d from the main paper) Each convolution operator in NAS-Bench-101 follows the Conv-BN-ReLU pattern, and naïve convolutions are used instead of separable convolutions, such that the resulting architectures closely match the designs of ResNet and Inception. Each cell is stacked 3 times, followed by a max-pooling layer, which halves the image height and width and doubles the number of channels. In the resulting DNN, the above pattern is repeated 3 times, and lastly, a global average pooling and a final classification layer with the Softmax function are inserted.

NAS-Bench-201 (cont’d from the main paper) The convolution operator in NAS-Bench-201 follows the operation sequence of ReLU-Conv-BN. The macro-architecture of NAS-Bench-201 starts with one 3-by-3 convolution with 16 output channels and a batch normalization layer [21]. Each cell is stacked 5 times, followed by a residual block. In the final DNN, this pattern is repeated 3 times. The number of output channels in the first, second, and third stages is set to be 16, 32 and 64, respectively. The residual block serves to downsample the spatial size and double the channels of an input feature map. The shortcut path in this residual block consists of a 2-by-2 average pooling layer with stride of 2 and a 1-by-1 convolution. Lastly, a global average pooling and a final classification layer with the Softmax function are inserted for classification.

NDS Benchmark [35] Please refer to Table A2 for the summary of differences among the search spaces in the NDS benchmark [35].

Image Datasets Please refer to Table A4 for the summary of image datasets utilized in NAS benchmarks.

A4. Experimental Details

Section 3.2 The NTK computation involves per-sample gradients, which are computationally intractable to obtain from high-dimensional datasets that contain tens of thousands of images. Therefore, in this paper, we instead use a single minibatch, randomly sampled from the train set, to compute the NTK. For CIFAR-10 and CIFAR-100 datasets, a minibatch of size 256 is used, while for ImageNet16-120, a minibatch of size 512 is used. For a fair comparison, we use the same set of image samples to construct the minibatch used for evaluation across all benchmarks. A single NVIDIA V100 GPU is used for the experiments in this section.

Sections 3.3 & 3.4 For rank correlation evaluation on CIFAR-10 and CIFAR-100, we use a minibatch of size 256, while for that on ImageNet16-120, we use a minibatch of size 512. For NCN, we use the Eval mode BN on PyTorch, and for F-Norm and Mean, we use the Train mode BN. The choice of BN usage is set based on the results from Section 3.2; for all metrics, we choose the BN setting that yields the highest rank correlation for each metric. A single NVIDIA V100 GPU is used for the experiments in these sections.

Section 4.1 Measurements are done on NAS-Bench-201. We use a single image sampled from the validation set and Eval mode BN for NTK computation in this section. A single NVIDIA V100 GPU is used for the experiments.

Section 4.3 To train candidate architectures, we use the momentum SGD optimizer with a learning rate of 0.025, momentum of 0.9, a weight decay factor of 3e-4. These are standard settings used to train architectures in NAS benchmarks. The train set of each dataset is used for training, and a single minibatch from the validation set is used to derive NTK-based metrics. A batch size of 1024 is used to train architectures. For NTK computation, a batch size of 256 is used for CIFAR-10 and CIFAR-100, and a batch size of 512 is used for ImageNet16-120. A single NVIDIA V100 GPU is used for the experiments in this section. For F-Norm and Mean, we use the Train mode BN, and for NCN and LGA, we use the Eval mode BN.

Section 5 We use the same experimental settings as those used in Section 4.3 to train architectures and derive LGA_3 and LGA_5. A single NVIDIA A40 GPU is used to execute both random and evolutionary search algorithms.
Table A3. CIFAR-10 Search results on additional search spaces.

<table>
<thead>
<tr>
<th>Metric</th>
<th>NB101</th>
<th>NDS-DARTS</th>
<th>NDS-ENAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Norm</td>
<td>89.17</td>
<td>91.83</td>
<td>85.19</td>
</tr>
<tr>
<td>Mean</td>
<td>88.05</td>
<td>88.40</td>
<td>91.14</td>
</tr>
<tr>
<td>NCN</td>
<td>90.81</td>
<td>91.99</td>
<td>92.52</td>
</tr>
<tr>
<td>LGA</td>
<td>92.57</td>
<td>93.61</td>
<td>93.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric</th>
<th>NDS-Amoeba</th>
<th>NDS-NASNet</th>
<th>NAS-Macro</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Norm</td>
<td>91.35</td>
<td>84.71</td>
<td>87.12</td>
</tr>
<tr>
<td>Mean</td>
<td>90.89</td>
<td>89.89</td>
<td>87.25</td>
</tr>
<tr>
<td>NCN</td>
<td>89.14</td>
<td>87.21</td>
<td>90.62</td>
</tr>
<tr>
<td>LGA</td>
<td>94.35</td>
<td>94.30</td>
<td>92.24</td>
</tr>
</tbody>
</table>

A5. Full Benchmark Evaluation Results

In Figure A1, the rank correlation evaluation results of existing at-initialization NTK-based metrics on all benchmarks are visualized.

A6. Fine-grained Rank Correlation Evaluation

This experiment is repeated for 20 different runs, and the evaluation results in box-and-whisker plots are presented in Figure A2, A3, and A4. P1 contains 100 architectures sampled from Top-10% of architectures, whereas P10 contains the same number of architectures sampled from Bottom-10% of architectures. Ticks on the x-axis correspond to accuracy deciles in descending order (P1 → P10). “Total” refers to the rank correlation evaluation results over all 1,000 architectures.

A7. Search Results on Other Benchmarks

We conducted random search with 500 sampled architectures with four compared metrics. Except for LGA, which is obtained after 3 epochs, others are measured at initialization. The search results are presented in Table A3. LGA is the only metric that searches for a successful architecture across all search spaces.

A8. Pseudocode for Search Algorithms

The pseudocode for random search is presented in Algorithm 1. In random search, N corresponds to the total number of candidate architectures evaluated during search. In this work, we set N in random search to be 100. The pseudocode for evolutionary search is presented in Algorithm 2. In evolutionary search, N corresponds to the number of architectures kept in the parent pool (or population). In this work, we set N in evolutionary search to be 10.

A9. Limitations & Societal Impact

Limitations: Even though we demonstrate that LGA exhibits a high predictive performance with only few epochs of training, extensive theoretical advances are required to fundamentally address the unreliability of the NTK. To become a truly reliable theoretical framework for architecture selection, the NTK must be able to encompass diverse operations, normalization types, and weight initializations.

Societal Impact: With the help of at-initialization metrics, NAS was able to greatly reduce its environmental cost. Unfortunately, the need for training to stabilize the NTK will inevitably increase the environmental cost of NAS.

Algorithm 1: Random Search

```
1 sampler = RandomSampler()
2 best_arch, best_LGA = None, 0
3 for i = 1 : N do
4     cand_arch = sampler()
5     for Epoch = 1 : t do
6         Train(cand_arch)
7     end for
8     LGA_t = cand_arch.LGA()
9     if LGA_t > best_LGA then
10        best_arch, best_LGA = cand_arch, LGA_t
11     end if
12 end for
13 chosen_arch = best_arch
```

Algorithm 2: Evolutionary Search

```
1 parent_pool = []
2 lga_hist = []
3 sampler = RandomSampler()
4 parent_arch, child_arch = None, None
5 for i = 1 : N do
6     cand_arch = sampler()
7     parent_pool.append(cand_arch)
8     for Epoch = 1 : t do
9         Train(cand_arch)
10    end for
11 end for
12 while search budget not exceeded do
13    Based on lga_hist, choose the architecture with the highest LGA<sub>t</sub> from the parent pool as parent_arch
14    child_arch = Mutate(parent_arch)
15    for Epoch = 1 : t do
16        Train(child_arch)
17    end for
18 end while
19 parent_pool.popleft()
20 lga_hist.popleft()
21 parent_pool.append(child_arch)
22 lga_hist.append(child_arch.LGA())
```
Figure A1. Rank correlation evaluation results on various NAS benchmarks. For F-Norm and Mean, the evaluation results based on the Train mode BN are reported, whereas for NCN and LGA, those based on the Eval mode BN are reported. The scale and the range of y-axes are set to be the same across all search spaces. NB is an abbreviation for NAS-Bench.

Figure A2. Rank correlation evaluation results on NAS-Bench-201 CIFAR-10 for every accuracy decile.

Figure A3. Rank correlation evaluation results on NAS-Bench-201 CIFAR-100 for every accuracy decile.

Figure A4. Rank correlation evaluation results on NAS-Bench-201 ImageNet-16-120 for every accuracy decile.

Table A4. Summary of image datasets used to construct NAS Benchmarks.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of Train Data</th>
<th># of Validation Data</th>
<th># of Test Data</th>
<th># of Classes</th>
<th>Image Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>50,000</td>
<td>-</td>
<td>10,000</td>
<td>10</td>
<td>(32 × 32)</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>50,000</td>
<td>-</td>
<td>10,000</td>
<td>100</td>
<td>(32 × 32)</td>
</tr>
<tr>
<td>ImageNet-16-120</td>
<td>151,700</td>
<td>3,000</td>
<td>3,000</td>
<td>120</td>
<td>(16 × 16)</td>
</tr>
</tbody>
</table>
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