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Figure 1. Object detection and semantic segmentation results of stitched images and our rectangling results. The arrows highlight the
missing parts.

1. Overview
In this material, we first demonstrate the benefits of im-

age rectangling for scene reasoning in Section 2. Then,
we illustrate more experimental results of our solution in
Section 3, including our rectangling results on the DIR-D
dataset and other datasets.

2. Benefits for Scene Reasoning
The proposed rectangling solution offers a nearly per-

fect visual perception for users by eliminating the irregular
boundaries in image stitching. It can also help downstream
vision tasks such as object detection and semantic segmen-
tation, which is crucial for scene understanding. As shown
in Fig. 1, the detection and segmentation results are derived
from Mask R-CNN [1]. We can notice that the objects in the
stitched images with irregular boundaries may be missing,
such as the surfboard (Fig. 1a), the dining table(Fig. 1b),
and the toilet (Fig. 1c). By contrast, our rectangling results
‘find’ the missing objects. We summarize the improvement
as follows:

Almost all existing deep learning models (detection and
segmentation) are trained on rectangular images, making
them not robust to irregular boundaries in stitched images.

3. More Results
More results on DIR-D are exhibited in Fig. 2, where

our solution can deal with variable irregular boundaries and

yield perceptually natural rectangular results.
Besides, more cross-dataset results are displayed in Fig.

3, which shows the superiority of rectangling over other so-
lutions such as cropping and completion.
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Figure 2. More results of our solution on DIR-D. Each triplet includes an input, a mask, and our rectangling result from left to right.



Figure 3. More cross-dataset results. The classic image stitching datasets (‘crossline’ [2], ‘eyot’ [2] and ‘tower’ [3]) are stitched by
SPW [4]. We adopt LaMa [5] to complete the stitched images, and the rectangling results are generated by the proposed learning baseline.
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