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1. Landmarks Configuration exp,(.) maps defined in a given point p by,

In Figure 1 we show, for three different expressions, the
configuration of landmarks used to guide the generation of
the facial expression.

log,(q) = de(g,p) ) (g — cos(de(q,p))p),

Sln(dc (‘LP (1)
exp,(s) = cos(||s[[)p + Sin(HSII)ﬁ7

where dc(q,p) = cos™({q,p)) is the distance between ¢
and pin C.

3. Architecture of S2D-Dec

The architecture adopted for S2D-Dec is based on the
architecture proposed in [1]. S2D-Dec takes as input the
displacements of 68 landmarks illustrated in Figure 1. The
architecture includes a fully connected layer of size 2688,
five spiral convolution layers of 64, 32, 32, 16 and 3 filters.
Each spiral convolution layer is followed by an up-sampling
by a factor of 4.

Figure 1. Landmarks configuration used to guide our model.

2. Logarithm and Exponential Maps 4. Ablation Study

In this section, we report a visual comparison between
In order to map the SRVF data forth and back to a tangent reconstructions obtained with the standard L1 loss and our
space of C, we use the logarithm log,,(.) and the exponential proposed weighted L1. Figure 2 clearly shows the effect of



our introduced weighting scheme that allows for improved
expression modeling.
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Figure 2. Ablation study: qualitative comparison between ground
truth (first row) our model with (second row) and without (last
row) weighted loss.
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