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This supplementary material provides additional details
and results of our approach. We first discuss privacy and
ethical concerns in Sec. 1. Then, we present details about
the BR-5K dataset and our networks in Sec. 2. Lastly, Sec. 3
presents the settings of compared methods and more exper-
imental results.

1. Privacy and Ethical Concerns

Usage of Person Images. Since our task aims to ma-
nipulate human bodies in images and we declare to re-
lease the BR-5K dataset, we carefully scrutinized our col-
lection procedure for privacy and ethics concerns. As
mentioned in the main paper, we collected all the images
in our work from Unsplash website [3], which grants us
an irrevocable, nonexclusive, worldwide copyright license
(https://unsplash.com/license) to download,
copy, modify, distribute, perform, and use photos from Un-
splash for free, including for commercial purposes, with-
out permission from or attributing the photographer or Un-
splash. Therefore, The license of Unsplash approves us to
use these photos in our research legally. The collection and
use of these data have also been approved by IRB.

In addition, to better protect privacy, we conduct face ob-
fuscation by blurring faces in the proposed BR-5K dataset,
as we find that the blurred faces do not affect the body re-
shaping task.
Potential Societal Impact. The goal of our work is to
achieve automatic adjustment of human bodies to gener-
ate shapely and attractive portrait images. Therefore, it can
be used to improve the efficiency of portrait photography
retouching pipeline, bringing a better experience for both
photographers and customers.

Nevertheless, owing to the controllability of our method
(Figure 8 in the main paper), misuse of the technology and
dataset may lead to ethical concerns(e.g., misinformation).
We propose some solutions to tackle these issues. Firstly,
we will restrict the authentication for the BR-5K dataset,
anyone who wants to acquire the dataset must download and
sign an End User License Agreement and agree to use the

dataset for resarch purposes only. Secondly, for company
or organizations that want to employ our technology, our le-
gal department will carefully check their certifications(e.g.,
business license, business type, customer group), and re-
quest them to obtain the permission from photo owner be-
fore they can edit the photo using our method.

2. Implementation Details

2.1. BR-5K Dataset

We initially collected more than 20,000 portrait photos
from Unsplash [3]. After discarding photos with multiple
persons, we abandoned photos with too tiny or heavily oc-
cluded human subjects. We then carefully selected photos
whose figure we think can be more shapely after body re-
touching, and obtained 5,000 individual portrait photos. We
invited three professional artists to retouch these 5,000 pho-
tos independently. Among the three results for each photo,
we selected the one with the most believable and attractive
figure as ground-truth. In Figure 5, we provide more sam-
ples (the first column) and their ground-truths (the last col-
umn) retouched by artists.

2.2. PAFs and Skeleton Maps

Part Affinity Fields (PAFs) are initially present to learn
the association between body parts. Different from the
original PAFs in [1], we customize our PAFs according
to body reshaping task. Specifically, we modify the fields
in the torso and remove fields on the head and shoul-
ders, and then apply dilation operation to generate our
PAFs. The comparison between original PAFs and ours
is depicted in Figure 2. The skeleton maps are also de-
signed in a similar way. As shown in Figure 3, the skele-
ton maps and PAFs have 12 and 10 channels respectively.
We utilize the pose estimation code from https://
github.com/tensorboy/pytorch_Realtime_
Multi-Person_Pose_Estimation.
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2.3. Structure Encoding in SASA

As mentioned in the main paper Sec. 4.2, the struc-
ture heatmaps Y are calculated from PAFs by structure en-
coding, which integrates related body part masks into one
mask. Figure 4 demonstrates each channel in the structure
heatmaps, which corresponds to Eq. 2 in the main paper.
After structure encoding, each pixel is assigned with a 5-
dimension code represented by structure heatmaps, thus the
similarity between two pixels’ codes can be used to measure
the structural correlations between them.

2.4. Warping Operation

Flow fields can be used to deform images, which we de-
note as warping operation W in the main paper Sec. 4.3.
The two channels of flow field F represent the deformation
offsets on horizontal and vertical directions, respectively.
Thus the warping operation:

O =W(I;µF ) (1)
is equivalent to:

O(x, y) = I(x+ µFx(x, y), y + µFy(x, y)) (2)

where I and O denote the input and warped images respec-
tively. Since the flow values are floating-point numbers, the
target pixel values are generally calculated by bilinear inter-
polation in practice.

2.5. Local Adjustment for Certain Body Parts

As PAFs could locate which body areas to be manipu-
lated, a flow mask can be easily derived from PAFs to wipe
out flow on certain parts via multiplication with the full
flow, and achieve local adjustment(e.g., wiping out flow ex-
cept for arms in Fig. 1).

Input PAFs Full body warping Flow Mask Arms warping only

Figure 1. Result of local adjustment for just warping the arms.

3. Experiments and Results
3.1. Compared Methods

We employ four state-of-the-art methods for image trans-
lation and manipulation (FAL [4], ATW [6], pix2pixHD [5],
GFLA [2]) and evaluate their applicability on body reshap-
ing task. To make a fair comparison, we use their released
codes and retrain these methods on the BR-5K dataset with
default configurations. As the original ATW method is de-
signed for facial expression animation, it needs an addi-
tional driving signal as input. In our implementation, we
slightly modify the ATW by eliminating the driving signal
and driving loss, which makes it more suitable for our task.

3.2. Additional Results

More Visual Comparisons. We show more qualitative
comparison results in Figure 5. Compared with other meth-
ods, our approach can produce high-resolution, consistent,
and visually pleasing body editing results.
High-Resolution Image Manipulation. To demonstrate
the capability of our method to edit high-resolution pho-
tos, we present the body reshaping results of 6K-resolution
images in Figure 6 and Figure 7. The deformation flows
are upsampled from 256 × 256 pixels and perform well in
handling high-resolution body reshaping.
Weight and Height Manipulation. Since we take human
skeletons as priors, our method concentrates on body weight
editing only (without changing skeletal lengths). By simply
combing with non-uniform scaling on body length direc-
tion, we can achieve comprehensive reshaping on human
bodies as shown in Figure 8.
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Input Original PAFs Our PAFs

Figure 2. Different from the original PAFs in [1], we modify the fields in the torso and remove fields on the head and shoulders, and then
apply dilation operation to generate our PAFs.
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PAFs

Figure 3. Visualization of each channel in skeleton maps and PAFs. The skeleton maps and PAFs have 12 and 10 channels respectively.

Input

Figure 4. Visualization of each channel in structure heatmaps. The masks of body parts are obtained according to PAFs magnitude.
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Input Pix2pixHD GFLAATWFAL Our FlowOurs GT

Figure 5. More visual comparisons among different methods. Our method can produce high-resolution, believable, and consistent body
reshaping results. Zoom in for details.
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Figure 6. Visual examples of 6K-resolution photos and their reshaping results by our methods. The generated flow fields are smooth
enough to handle high-resolution images.
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Figure 7. Visual examples of 6K-resolution photos and their reshaping results by our methods. The generated flow fields are smooth
enough to handle high-resolution images.
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Input Losing weight Losing weight + Lengthening height

Figure 8. Since we take human skeletons as priors, our reshaping method concentrates on weight editing only (without changing skeletal
lengths). By simply combing with non-uniform scaling on body length direction, we can achieve comprehensive reshaping on human
bodies.
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