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1. Discussion and limitations

Despite proposed framework is effective to learn a bet-
ter tracker from temporal self-supervision, the pipeline still
relies on pseudo labels in initial frames generated by unsu-
pervised optical flow model. As the relationship between a
better initialization method and better tracker is a chicken-
egg conundrum in this formulation, it’s still a remaining
problem about how to chain the initialization methods and
unsupervised tracking into an end-to-end trainable pipeline.

2. Quantitative analysis of misalignments

Here we conduct experiments to give a quantitative anal-
ysis on the misalignments in conventional cycle training of
unsupervised visual tracking. In our manuscript, we claim
that the misalignment in cycle training severely hinders the
performance of unsupervised visual tracking. Detailly, the
source of this misalignment is the mismatch between the
internal template and search region feature. For delving
deep into this insight, we conduct a quantitative analysis
of the impact of this misalignment. We choose the classi-
cal Siamese tracker, SiamRPN++ [3], as the baseline. For
simplification, the mismatch in intermediate frames, which
may be produced by forward tracking errors or initializa-
tion bias, is simulated as noises added to ground-truth for
cropping the template patches in SiamRPN++ [3]. Specifi-
cally, we add noises to template patches with the following
operation. Let us denote the ground-truth boxes in template
frames as (cz, cy, w, h), where (cx, cy) in the center coordi-
nates of bounding boxes, w and h are the width and height
of the boxes respectively. The jittered template bounding

Table 1. Quantitative analysis on VOT2018 benchmark

AccT Rob|l EAO?T
0.600 0.234 0414
0.565 0.355 0.298
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boxes can be denoted as (cx+o1w, cy+ozh, (1+03)w, (1+
o4)h), where o, denotes random number between —0.5 and
0.5 generated from uniform distribution.

In training phase, the model trained with noisy template
boxes is hard to convergent on the regression branch. We
evaluate the tracking performance on VOT2018 [2] bench-
mark dataset, as shown in Table 1, when template boxes
are jittered, the performance of the tracker will drop with a
substantial gap in the EAO metric.

3. More discussion about proposed component
3.1. Threshold in region mask

Our proposed region mask is a customized operation for
unsupervised visual tracking in cycle training, which penal-
izes tracking errors on intermediate frames by making the
coordinates differentiable. As claimed in our manuscripts,
when compared to conventional feature selection operation
like PrPool [1], this operation is efficient to select features
from last search region feature based on the output of region
proposal network (RPN), denoted as P;; and P,..4. Specif-
ically, we set boxes number as 3125 (25 x 25 x 5), the same
as the total number of predicted boxes of RPN. And the pos-
itive threshold (denoted as T'H in the manuscript) is set as
0 for passing all predicted boxes. Besides, we also visualize
the regional mask propagation in training samples with dif-
ferent positive thresholds. The regional masks on search re-
gion images with four different threshold values are shown
in Fig 2. When the value of this threshold increases, the re-
gion mask tend to filter out more predicted boxes with low
confidence scores, which results in less information propa-
gating between frames. Based on this observation, we al-
ways set T"H = 0 in training phase, for propagating more
information between frames. In addition, when proposal
boxes with top confidence scores are wrong, region mask
with a lower positive threshold is more likely to select the



Table 2. Ablation study of the threshold of region mask

Threshold ACC1T Rob| EAOT

0.0 0.560 0272 0.346
0.5 0.550 0.323  0.327
0.9 0.559 0.342  0.303

Table 3. Ablation study of the CPT module on VOT2018

Settings ACCT Rob| EAOT
LT+ ST 0560 0.272  0.346
LT 0.562 0318  0.330
ST 0.557 0328 0.324

Figure 1. Visualization of attention maps for LT and ST queries.

correct proposal box.

For better understanding, we give a quantitative analy-
sis of this threshold T'H in training phase. As ablation
studies with other thresholds shown in Table 2, the EAO
scores drop significantly on the EAO scores as threshold
increases. Every region map is multiplied with its confi-
dence score when generating the region mask, thus the sam-
ples with low confidence essentially have smaller gradient.
However, considering all boxes (including a large amount of
non-target regions) essentially accumulates abundant train-
ing samples. As another aspect, such noisy region masks
in training enforce the tracker to learn better discriminating
abilities, i.e., predict higher confidence scores on the fore-
ground (target) area and lower scores on the background
area. While in online tracking phase, we cache search re-
gions features of high confidence and corresponding re-
gional mask for updating in a memory queue. When re-
trieving the memory kernel with the CPT module, we set a
higher threshold to filter similar distractors features.

3.2. Long/short term in CPT module

For training with cycle consistency, it is required to track
videos frames as a cycle. Previous works generated tem-
plate kernels by RoI-Pooling on the top-1 proposal in search
frames. If this top-1 proposal is wrong, especially in initial
stage, then the generated template kernel becomes too noisy
for the tracker to track back. With proposed CPT module,
multiple possible matched regions can be used for gener-
ating reliable template features between frames. Here we
visualize attention maps on search region for long and short
term queries in Fig 1, long-term (LT) queries have higher
responses on invariant areas of the target, while short-term
(ST) queries have higher responses on variant target areas as

they are intended for retrieving the most recent target fea-
tures. Besides, we present ablation study on the long/short
term query of CPT module that shown in Table 3. It shows
that the combination of long-term and short-term queries
performs better on EAO scores than using single term.
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Figure 2. Visualization of regional mask on training samples with different positive threshold value
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