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1. Image-level transformation

Here we detail the specific image-level transformations
used in our similarity learning framework.

1. Image-level rotation (Rotate). We rotate the image
with a degree that is randomly drawn from [—10°, 10°]

2. Random patch erase for each person box
(Occlusion). We randomly sample a image
patches within a person box that is larger than 64 x 64,
and substitute the value of pixels in corresponding
image regions with global mean pixel value. The
maximum region of the random image patch is 40%
of the region for the corresponding person box.

3. Motion blur and JPEG compression (Video
jitter). We apply augmentations of motion
blur and JPEG compression to synthesize video-
level artifacts. We use the implementation from the
open-source toolbox in imgaug [2].

4. Color augmentation (Color jitter). We ran-
domly shift the values of each pixel by 10% for bright-
ness, contrast and saturation channels. We use the
implementation ColorJitter class from torchvi-
sion !,

5. Image mirror (Mirror). We create the mirror of an
image by flipping it w.r.t its horizontal axis.

6. Camera Zoom-in motion (Zoom-in). We synthesize
the camera zoom-in motion effect by firstly cropping
an image region and then resizing it to the resolution
of the original image. In this process, we randomly
sample the top-left (z¢, yo) and bottom-right (x1,y;)
coordinates of the cropped image region with the fol-
lowing equations: xo = w * ro,yg = Y * r1,xl =
wx (1 —ry),yl = h* (1 —r3), in which w, h are the
width and height of original image respectively, and r;
is a scalar that is randomly drawn from [0, 0.3].

The visual effects of each transformation are shown in
Fig. 1. The source codes would be released soon.

lhttps://qithub.com/pytorch/vision

Loss data ‘ MAP  Top-1

Cross Entropy part | 544%  55.7%
Contrastive (Memory) part | 73.2%  75.0%
Contrastive part | 75.5%  77.8%

Table 1. Result comparison of models trained with different losses
on a subset of COCO and CrowdHuman datasets, which includes
50,000 person boxes in total. The results are based on CUHK-
SYSU [8] dataset.

2. Details of Model Training with memory-
based contrastive loss

In the case that the identities of each person boxes are
available, we elaborated in Sec.4.1 of the main paper that a
memory bank m € R?*" can be used to construct the pos-
itive / negative feature set P;, IN; for person i. In order to
manage such a memory bank, we update it with momentum
during network backward pass with the following equation:
m?” = n-m§' + (1 —n) - 77 Ygey, £, in whichp = 0.5
is the momentum and f; represents all feature vectors that

correspond to person ¢ in the current training batch.

Training on Person Search Dataset. In order to train a
PointID network on CUHK-SYSU [8] / PRW [10] with full
supervision, we adopt the contrastive similarity loss and
manage the memory for all ids as above. In addition, as
there are bounding boxes that are not annotated with iden-
tities, they are however useful in similarity learning [8]. To
this end, we manage a fixed-size queue f~ € R256x50,000
that is made up with the latest encountered 50, 000 feature
vectors that corresponds to those person boxes. We append
f~ to existing N; that is constructed from m.

3. Loss comparison

In Sec. 5.2 and Tab. 2(a) of the main paper, we compare
how the adopted loss (cross entropy loss vs contrastive loss)
affects the person embedding learning. We also compare
memory-based contrastive loss with the above two alterna-
tives. This is interesting as the memory-based contrastive
loss is widely used in person search dataset where manual
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(b) Rotate. (c) Occlusion.

(a) Original image.

(d) Video jitter.

Figure 1. Visual effects of each image transformation.

person identities are available and the same person appears
in different images. Similar to cross entropy loss, memory-
based contrastive loss is not scalable to large number of
identities in our training framework. This is because each
person only appears a single time in a training epoch, thus
managing an up-to-date memory bank is almost impossible
when the number of iterations is large to go through a train-
ing epoch. ?

As shown in Tab. 1, the model trained with memory-
based contrastive loss outperforms the model trained with
cross entropy loss, underpinning the effectiveness of con-
trastive loss. However, it lags behind the model trained with
non-memory based contrastive loss by a noticeable margin.
We conjecture it is the out-of-sync memory that largely con-
tributes to the performance gap.

Why not use non-memory based contrastive loss on Per-
son search dataset? This is a reasonable question to
ask after observing the consistent benefits of non-memory
based contrastive loss in both image training (Tab. 1) and
video training (Tab. 2(a) in the main paper). In our training
framework, we can easily generate an image pair that in-
clude the same set of people either from image-level trans-
formation or from video-level frame sampling, which is
the core of non-memory based contrastive loss. However,
it’s not straightforward to generate such image pairs during
training on either CUHK-SYSU [8] or PRW [10] dataset.
Moreover, as the number of person identities is relatively
small (5532 in CUHK-SYSU and 483 in PRW) and more
importantly each person appear in multiple images. There-
fore the memory slice m; can be updated multiple times in
a training epoch, so the memory is relatively update-to-date
when person ¢ is encountered during training. This explains
the effectiveness of memory-based contrastive learning on
person search dataset.

4. Kinetics-150K

Pseudo label generation. As elaborated in the main text
of the paper, we first extract person boxes and their embed-

2 As the number of person boxes (i.e. ids) is usually correlated with the
number of training images, it takes more iterations to go through a training
epoch when there are more person boxes (or ids) during training.

(e) Color jitter. (f) Mirror. (2) Zoom-in.
Subset ‘ Number of videos ~ Number of unique ids
Kinetics-10K 3,060 3,933
Kinetics-25K 7,553 9,594
Kinetics-50K 15,212 19, 302
Kinetics-100K 30,175 38,266
Kinetics-150K 45,108 57,200

Table 2. Statistics of different subsets of Kinetics-150K that are
used in our study.

dings by using the person detection and embedding model
trained on COCO and CrowdHuman. Next, we use the
density-based clustering method DBSCAN [1] to cluster all
the embeddings for each video, based on which we derive
the unique identity of each detected person box. In this case,
each cluster corresponds to a unique person. Although DB-
SCAN is able to identify “abnormal” embeddings as out-
liers, we further adopt the following heuristics to automati-
cally filter out low-quality person boxes or clusters: 1), for
each cluster, we take the person box that has the highest
confidence score for each frame, which ensures that two
different person boxes do not have the same identity in the
same frame. After this, each cluster corresponds to a unique
person trajectory; 2), we further filter out person trajectories
that are short (shorter than 50% of temporal length of the
video) and low-confident (the mean confidence score over
all corresponding person boxes is lower than 0.5). These
post-processing steps are important to remove the noise in
pseudo labels.

In the supplementary folder, we include a few demo
videos that viusalize the pseudo labels (person boxes and
their unique identities). Note that only valid person trajec-
tories are visualized in the demo videos, and people without
labels in the videos are not used for model fine-tuning.

Statistics of different subsets. In Tab. 2, we provide the
detailed statistics of different subsets of Kinetics-150K,
which consists of 150,000 videos randomly sampled from
Kinetics-700 dataset [3]. In general, around 30% of videos
include at least 1 valid person trajectory in each subset. To
make sure that other researchers have the access to this data,
we will release the list of all videos in Kinetics-150K and
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Figure 2. Pseudo-labels are visualized for three random frames
of each video, in which the same color-coded boxes correspond
to the same person, and the black boxes correspond to the person
with “unsure” identity (i.e. outlier during clustering).

their pseudo labels upon the acceptance of this work.

Visual examples. In Fig. 2, we show visual examples
of un-labeled videos and their corresponding pseudo-labels
(person bounding boxes and their unique identities) that we
use to train our model.

5. Effect of )\ in multi-task loss.

As elaborated in Sec 3 in the main paper, our model is
trained with a multi-task 10sS £;o14; = Cger + Al;q. In Fig. 3,
we show how A\ affects the model training. In general,
the model achieves robustly well results when A is within
[0.2,0.6]. We also adopt the loss similar to JDE [7] and
FairMOT [9] that theoretically learns an adaptive A by bal-
ancing those two tasks. Concretely, {0 = %(@'%gdﬁt +
e%zﬁid) 4+ w1 + wy. With this loss, the model achieves
slightly lower performance (75.8% MAP) on CUHK-SYSU

dataset.

6. Qualitative result comparison

In Fig. 4, we compare the qualitative results of three dif-
ferent models: the first one is trained only on COCO [4] and
CrowdHuman dataset [6] (image model), the second one
is further fine-tuned on Kinetics-150K (video model)
and the third one is trained with full id annotation on the
target dataset (fully supervised model). Note that
the first two models do not have access to manual labeled
identities during training. To recap, those three models
achieve 78.0% , 84.6% and 93.7% top-1 matching accu-
racy on CUHK-SYSU [8] respectively. Overall, we have
the following observations.

Both image and video models perform decently
well.  As shown in the first two rows in Fig. 4, the image
model is able to match to the right person even if the ap-
pearance of the person changes modestly. Meanwhile, the
video model is more likely to match to a different view
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Figure 3. Results of the image-trained model trained with the
same multi-task loss with varying A. The results are evaluated
on CUHK-SYSU dataset [8].

of the same person, which indicates that the model is trained
with examples (i.e. un-labeled videos) in which the same
person exhibit large appearance diversity.

The image model fails on challenging scenarios. As
shown in the third and fourth rows in Fig. 4, the image
model fails to match to the right person when the appear-
ance of the person changes relatively large. In particular, the
failure case in the third example suggests that the image
model encodes the distinctive human pose / viewpoint in
the person embedding. Those features are not identity re-
lated but can be used as a shortcut in the person instance
discrimination task, thus limiting the effectiveness of per-
son embeddings. By fine-tuning the model on un-labeled
videos in which the same person’s appearance can be dras-
tically different, the video model is more robust to such
appearance changes.

The final example in Fig. 4 illustrates a hard case for
person re-identification as the query person is occluded and
moreover the viewpoint of the matched person changes sig-
nificantly in the gallery image. As shown, both image
and video models fail to re-identify the right person.
We believe this is where the future work needs to focus
on either through automatically identifying hard examples
so that only those hard examples are manually annotated
or through improving the existing id-free person similarity
learning framework such that the person embedding model
is more robust to those challenging cases.

7. Detailed Results on MOT17 [5]

Model Training and Inference. We train our model on
CrowdHuman [6] dataset with the provided full body box
annotations. All training configurations are the same as
that in Sec.5. As there are multiple small-size people in
MOT17 [5], we resize the video frame to have 900 x 1500
pixels during inference.

We use the online solver implemented by FairMOT [9]
to generate trajectories for each person in the video. We use



Figure 4. We visualize Top-1 matching results of different models. In detail, the 1st column visualizes the query person (blue box), and the
2nd, 3rd and 4th columns viusalize the top-1 matched person for image model, video model and fully-supervised model
respectively. The green box denotes that the matched box is correct, and red box indicates otherwise. Note that both image and video
models do not have access to manual labeled identities during training. Examples are from CUHK-SYSU dataset [S].



Sequence MOTAT IDF1T MT{ ML| FP| FN|IDsw]
MOT17-01 55.0 483 37.5% 292% 403 2463 37
MOT17-03 857 82.8 77.0% 6.80% 3296 11531 156
MOT17-06 61.7 624 428% 11.3% 1289 3063 163
MOT17-07 70.1 610 583% 5.00% 1103 3821 122
MOT17-08 548 454 29.0% 11.8% 1254 8015 283
MOT17-12 62.1 70.6 56.1% 7.70% 1159 2089 41
MOT17-14 553  63.7 24.4% 213% 740 7407 114

All 742 724 46.6% 12.2% 27732 115167 2748

Table 3. Detailed result summary on MOT17 test videos. Note
that each video appears three times, so the values for accumulated
metrics (FP, EN, IDsw) of All videos are 3x of the accumulated
values over 7 videos in the Table. Our model is only trained on
CrowdHuman dataset [6].

the default setting except that a new trajectory is spawned
when the confidence of an un-matched detection is larger
than 0.6. We use “private detection” protocol during infer-
ence, and we report the detailed results on 7 MOT17 test
sequence in Tab. 3.
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