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Figure 1. More qualitative results on Internet images [1].

1. Introduction

In this material, we provide more implementation de-
tails, analysis of the “Relative Human” (RH) dataset, and
quantitative/qualitative comparisons to the state-of-the-art
methods. Additionally, we present more visual results, like
Fig. 1, to show the performance of BEV under different sit-
uations and to explore its failure modes.

2. Implementation Details

In this section, we introduce the details of our camera
representation, network architecture, and training details.

2.1. Normalized Camera Representation

To supervise 3D joints J⃗ with 2D poses, existing meth-
ods [13,30] widely adopt a weak-perspective camera model
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Figure 2. Pre-defined 3D camera anchor maps.

to project J⃗ onto the image plane. For better depth reason-
ing, we employ a perspective camera model to perform this
2D projection.

In most cases, accurate camera parameters for in-the-
wild images are unavailable. In this situation, to avoid re-
liance on the camera parameters of 2D projection, we as-
sume that the input image is captured with a standard cam-
era without radial distortion. Then we can assign static val-
ues for the field of view (FOV) and image size W⃗ of this
standard camera. The focal length f⃗ = (fx, fy) can be
defined as W⃗/(2tan(FOV/2)). Given the 3D translation
(xi, yi, di) of i-th subject and the focal length, the 2D pro-
jection (u⃗i, v⃗i) of 3D joints (J⃗x

i , J⃗
y
i , J⃗

d
i ) is defined as

u⃗i =
fx(J⃗x

i + xi)

J⃗d
i + di

, v⃗i =
fy(J⃗

y
i + yi)

J⃗d
i + di

. (1)

In cases where the camera parameters are provided, we
can convert the 3D translation estimated in our standard
camera space to the given one. With K pairs of estimated
3D joints J⃗ and their 2D projection (obtained via Eq. 1), we
can solve the 3D translation at a specific camera space via a
PnP algorithm (e.g. RANSAC [7]).

However, in the image, 3D translation is not as intu-
itive as the person’s scale used by weak-perspective meth-
ods. For instance, a small 2D scale change in an image
may correspond to a large difference in 3D translation in
camera space, especially for people who are far away in
depth. Therefore, to alleviate this difference, we convert the
3D translation (xi, yi, di) to a normalized scale-based for-
mat (si, t

y
i , t

x
i ) via a scale factor si = (ditan(FOV/2))−1,

where tyi = yisi, t
x
i = xisi. The normalized representation

is proportional to the person’s scale. When FOV=60◦, the
sensitive part si ∈ (0, 2) corresponds to di ∈ (0.86,+∞) in
meters, which is more suitable for the network to estimate.

Additionally, we observe that people in the depth range
(1m,10m) show more abundant and stable information in
pose, shape, and depth, which deserve more attention. Ad-
ditionally, most of our training samples are within this depth
range. As we introduced in the main paper, 3D camera

anchor maps define the way we voxelize the 3D camera
space. Therefore, we adjust the occupancy ratio of different
depths in the channel number of 3D camera anchor maps.
As shown in Fig. 2, we first split the camera space into 4
regions in depth and then evenly put the different number
(shown in the table) of 3D camera anchor maps inside each
region. For instance, we put 25/32 3D camera anchor maps
inside the depth range (1m,10m); this gives more attention
to this critical depth range. Each anchor map contains the
normalized camera values (si, t

y
i , t

x
i ) at the corresponding

position.

2.2. Network Architecture

We develop a bird’s-eye-view-based coarse-to-fine local-
ization pipeline to estimate the 3D translation of all people
in the scene in one shot. In Fig. 3, we present the net-
work architecture of estimating five 2D maps and two 3D
maps, which are used to generate the final results as shown
in Fig. 2 of the main paper. The input size W⃗ is (512, 512).
Following ROMP [30], we adopt a multi-head architecture
and use HRNet-32 [3] as backbone. With backbone feature
maps of size R32×H×W , we employ three head branches to
estimate four front-/bird’s-eye-view 2D maps and a Mesh
Feature map.

As illustrated in Fig. 4, our key design is to convert the
front-view features to a bird’s eye view via explicit opera-
tions including height-wise suppression and depth-wise ex-
ploration. As shown in the middle branch of Fig. 3, we
first explore the depth information of backbone features via
a Bottleneck block. And then we concatenate the explored
depth features and front-view 2D maps as input to the BVH
branch. As shown in Fig. 4, we compress the 2D feature
maps in height to obtain 1D feature vectors. In the BVH
branch (Fig. 3), we employ six 1D convolution blocks to
explicitly explore features in depth. Two bird’s-eye-view
maps are of size R1×D×W .

Next, we compose the front-view and bird’s-eye-view
maps to generate 3D maps. We extend the front-view maps
with an additional depth dimension and repeat D times.
We also extend the bird’s-eye-view maps with an additional
height dimension and repeat H times. To obtain the 3D
Center map, we multiply the bird’s-eye-view Body Center
heatmap to the front-view one and refine it with a 3D re-
finer (Fig. 3). Then we add the bird’s-eye-view offset map
to the last channel of the front-view one to refine the depth.
To obtain the 3D Offset map, we further use a 3D refiner to
refine the composed 3D maps, which improves the consis-
tency between features of two views.

2.3. Datasets

In this section, we introduce the datasets we used during
training and evaluation.

AGORA [27] is a synthetic dataset with accurate annota-



Figure 3. Network architecture.

Figure 4. Operations to convert the front-view features to a bird’s
eye view (shown in 3D camera space represented by 3D camera
anchor maps).

tions of body meshes and 3D translations, with 4,240 high-
realism textured scans in diverse poses and clothes. Impor-
tantly, it contains 257 child scans. It contains 14K train-
ing and 3K test images. Each image has 5-15 people with
frequent occlusions. AGORA-PC [27] is a high occlusion
subset of the AGORA validation set. Each image has over
70% occlusion. We use it to evaluate the performance under
severe occlusion. Note that there are no child samples in the
validation set.

Human3.6M [8] is a single-person 3D pose dataset. It
contains videos of 9 professional actors performing activ-
ities in 17 scenarios. It provides 3D pose annotations for
each frame. We sample every 5 frames to reduce redun-
dancy. We use its training set for training.

MuCo-3DHP [23] is a synthetic multi-person 3D pose
dataset. It is built on the single-person 3D pose dataset,
MPI-INF-3DHP [23]. They use segmentation annotations
to blend multiple single-person images into one. For a fair
comparison with 3DMPPE [25], we use the same synthetic
version for training.

Other 2D pose datasets. For better generalization,
we also use four 2D pose datasets for training, including

COCO [21], MPII [2], LSP [10], and CrowdPose [18]. Be-
sides, we also use the pseudo-3D annotations [12] for train-
ing.

2.4. Training Details

The size of output maps are H = W = 128, and
D = 64. The threshold for the age offset is set to tα = 0.8.
The FOV is set to 60◦. The loss weights are wmpj = 200,
wpmpj = 360, wpj2d = 400, wθ = 80, wβ = 60,
wprior = 1.6, wcm = 100, wcm3d = 1000, wage = 4000,
and wdepth = 400. We train BEV on a server with four
Tesla V100 GPUs. The batch size is 64. The learning
rate is 5e−5. The confidence threshold of the Body Cen-
ter heatmap is 0.12.

Additionally, although we strive to alleviate the age bias
in training samples, the age bias in existing 3D pose datasets
is severe, and we have to use them to obtain good 3D pose
estimation. To handle the imbalanced distribution of the
training sample space, we balance the sampling ratio of dif-
ferent datasets and evenly select the training samples from
different age groups on RH. The sampling ratios of differ-
ent datasets are 16% AGORA, 16% MuCo-3DHP, 16% RH,
18% Human3.6M, 14% COCO, 8% CrowdPose, 6% MPII,
and 6% LSP.

Also, we adopt a two-step training strategy. We first
learn monocular 3D pose and shape estimation for 120
epochs on basic training datasets. Then we add the weak
annotations of RH to training samples and train for 120
epochs. If we need to fine-tune on AGORA, we add
AGORA to the training sequence and train for 80 epochs.
In this process, the validation set of the RH is used to select
checkpoints with good performance.



2.5. Processing High-resolution Images

As a one-stage method, BEV takes an image of con-
stant size as input. However, to process the high-resolution
images, directly resizing them to a constant size would
sacrifice the performance. Therefore, we develop a slid-
ing window-based pipeline to achieve promising results on
high-resolution images, as shown in Fig. 1 of the main pa-
per. In detail, we evenly split the image into multiple grids
and then apply BEV on each grid. This process is similar
to the sliding window operation of 2D convolution. At each
grid, we only take the result whose body center falls in the
center area of the grid. Then we perform non-maximum
suppression on the edge between grids to get rid of redun-
dant predictions. In this process, overlapping predictions
with lower center confidence values will be deleted.

3. Relative Human Dataset

In this section, we provide more detailed analyses of our
Relative Human dataset.

In total, we collect about 7,689 images with weak anno-
tations of 24,814 people. We split them into three groups
(5218, 635, 1836) for training, validation, and test respec-
tively. Among these images, about 1,000 images are col-
lected from a free photo website [1] and we annotate the 2D
poses defined as Fig. 5. Note that compared with LSP’s 14
keypoints, we add keypoints on the face and feet to repre-
sent their orientations. The remaining images are selected
from existing 2D pose datasets [18,21,33]. We correct some
erroneous 2D poses from the existing 2D pose dataset and
add the missing detections. Note that a large number of im-
ages in CrodPose [18] and OCHuman [33] are selected from
COCO [21] and MPII [2], which are also used as training
samples by our compared methods [9,15,16,30]. Therefore,
we use these common images for training.

We classify all people in the image into four age groups,
baby, child, teenager, and adult according to the follow-
ing age ranges: baby (0-3), kid (3-8), teenager (8-16), and
adult (16+). As shown in Tab. 1, we provide the num-
ber of subjects in the four age groups and their propor-
tions. Compared with the existing multi-person 3D pose
datasets [23, 27, 31], RH contains richer subjects and more
occlusion cases. Therefore, RH is more general and suitable
for evaluating depth reasoning in the wild.

The consistency of weak annotations. During the col-
lection of weak annotations, we observe that people’s judg-
ments for such weak labels vary greatly. It is hard to ob-
tain consistent weak labels through online platforms (e.g.
AMT). Therefore, offline, we organized a group of labelers
and trained them with unified standards. To test how well
they learn the standards, we prepare some pre-labeled data
as test samples. Ones who pass the test after training were
employed for official labeling. In addition, the annotations

RH splits Babies Children Teenagers Adults

All 1534 / 6% 2720 / 10% 1067 / 4% 19493 / 78%
Train 942 / 5% 1795 / 10% 690 / 4% 13478 / 79%

Validation 117 / 5% 209 / 9% 101 / 4% 1680 / 79%
Test 475 / 8% 716 / 12% 276 / 4% 4335 / 74%

Existing multi-person 3D pose datasets

MuPoTS [23] - - - 8 / 100%
3DPW [31] - - - 18 / 100%

AGORA [27] - 257 / 6% - 3983 / 94%

Table 1. Subject number/proportions of four age groups on Rela-
tive Human (RH) and 3D pose benchmarks.

Figure 5. The 2D skeleton definition.

are double-checked by professional testers and the author.

4. Discussion
Why not estimate the 3D heatmap directly? The main

challenge is the lack of sufficient multi-person data with ac-
curate 3D translation annotations for supervision, especially
for in-the-wild cases. Due to the data lack problem, directly
learning 3D heatmap performs poorly. It is hard to effec-
tively supervise multi-person 3D heatmaps with 2D annota-
tions. In contrast, our separable representation disentangles
the 3D heatmap into the front-view and the bird’s-eye-view
maps. In this way, our model can learn robust front-view
localization from abundant 2D in-the-wild datasets. With
robust front-view attention, the model can focus on learn-
ing depth reasoning from weak annotations in RH with the
proposed WST.

Heatmap refinement and decomposition. Following
previous methods [30], we also adopt the powerful heatmap
representation for detection. While its rough granularity
limits its effectiveness in fine localization. Some previous
methods explore the refinement and decomposition of the
heatmap to alleviate this problem. PifPaf [17] estimates off-
set maps to refine the coarse 2D pose coordinates parsed
from the heatmap. VNect [24] estimates three 2D maps
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0 HMR [13] 0.38 0.27 0.61 209.3 219.4 550.8 577.4
SMPLify-X‡ [28] 0.57 0.60 0.55 213.3 208.3 374.2 365.4
EFT [12] 0.43 0.34 0.60 193.5 202.7 450.0 471.4
SPIN [16] 0.33 0.23 0.61 193.2 203.7 585.5 617.3
ExPose [5] 0.53 0.46 0.61 174.0 176.6 328.3 333.2
Frankmocap [29] 0.40 0.30 0.62 204.2 203.7 510.5 509.2
PyMAF [32] 0.27 0.16 0.82 192.0 203.2 711.1 752.6
PIXIE [6] 0.48 0.39 0.61 174.6 174.7 363.8 364.0
SPIN⋆ [27] 0.31 0.21 0.60 186.7 191.7 602.3 618.4
SPEC⋆ [15] 0.52 0.40 0.73 163.2 171.0 313.8 328.8
PARE [14] 0.55 0.44 0.74 186.4 193.9 338.9 352.5
Pose2Pose⋆† [26] 0.56 0.40 0.91 146.4 153.3 261.4 273.8
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ROMP [30] 0.38 0.39 0.37 198.5 207.4 522.4 545.8
BEV w/o WST 0.41 0.39 0.45 194.4 202.6 474.1 494.1
ROMP⋆ [30] 0.50 0.37 0.80 156.6 159.8 313.2 319.6
BEV⋆ w/o WST 0.58 0.44 0.86 146.0 148.3 251.7 255.7
BEV⋆ 0.55 0.41 0.85 125.9 129.1 228.9 234.7

Table 2. Comparison to existing SOTA methods on the “AGORA kids” test set. Results are obtained from the AGORA leaderboard. ⋆

is fine-tuning on the AGORA training set or synthetic data [15] generated in the same way as AGORA. ‡ means the optimization-based
method while the rest are learning-based methods. † means the paper is under review.
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0 HMR [13] 0.80 0.93 0.70 173.6 180.5 217.0 226.0
SMPLify-X ‡ [28] 0.71 0.86 0.60 187.0 182.1 263.3 256.5
EFT [12] 0.69 0.97 0.54 159.0 165.4 196.3 203.6
SPIN [16] 0.78 0.91 0.69 168.7 175.1 216.3 223.1
ExPose [5] 0.82 0.96 0.71 151.5 150.4 184.8 183.4
Frankmocap [29] 0.80 0.93 0.71 204.2 203.7 510.5 509.2
PyMAF [32] 0.84 0.86 0.82 192.0 203.2 711.1 752.6
PIXIE [6] 0.82 0.95 0.73 142.2 140.3 173.4 171.1
SPIN⋆ [27] 0.77 0.91 0.67 168.7 175.1 216.3 223.1
SPEC⋆ [15] 0.84 0.96 0.74 106.5 112.3 126.8 133.7
PARE [14] 0.84 0.96 0.75 140.9 146.2 167.7 174.0
Pose2Pose⋆† [26] 0.94 0.94 0.93 84.8 89.8 90.2 95.5
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ROMP [30] 0.69 0.97 0.54 161.4 168.1 233.9 242.3
BEV w/o WST 0.75 0.97 0.61 164.2 169.1 218.9 225.5
ROMP⋆ [30] 0.91 0.95 0.88 103.4 108.1 113.6 118.8
BEV⋆ w/o WST 0.93 0.96 0.90 105.6 109.7 113.5 118.0
BEV⋆ 0.93 0.96 0.90 100.7 105.3 108.3 113.2

Table 3. Comparison to existing SOTA methods on AGORA full test set. Results are obtained from the AGORA leaderboard. ⋆ is fine-
tuning on the AGORA training set or synthetic data [15] generated in the same way as AGORA. ‡ means the optimization-based method
while the rest are learning-based methods. † means the paper is under review.

containing x/y/z coordinates of the 3D pose at each posi-
tion. Luvizon et al. [22] employ soft-argmax to decompose
2D/3D heatmap into 1D for separate supervision, while it
does not deal with multiple overlapping people. Differ-
ent from previous solutions, we propose a novel bird’s-eye-
view-based representation for multi-person 3D localization.
As we introduced above, it disentangles the depth-wise in-
formation into an individual map for easier learning. We
also estimate a 3D offset map to improve the granularity of
3D localization.

5. Quantitative and Qualitative Results

In this section, we first show more comparisons to SOTA
methods on AGORA and then provide more qualitative re-
sults on Internet images, CMU Panpotic [11], AGORA [27],
and RH.

5.1. Quantitative Comparisons

In Tab. 2 and 3, we show the results of existing SOTA
methods on “AGORA kids” and the full test set respec-
tively. Results in Tab. 2 show that BEV outperforms all
previous methods by a large margin in terms of child mesh



Figure 6. Qualitative results on CMU Panoptic [11] and AGORA [27] datasets.

Figure 7. Qualitative comparisons to SOTA methods, ROMP [30] and CRMH [9], on RH test set.

reconstruction. It demonstrates that learning weak annota-
tions via the proposed weakly-supervised training (WST)
helps to alleviate the age bias. Multi-stage methods, like
Pose2Pose [26], benefit from taking high-resolution person
crops as input, which helps process the small-scale subjects
in AGORA. Besides, as a sanity check, we also compare
with SOTAs on 3DPW and MuPoTS datasets. While not
tuned for uncrowded scenes, BEV is on par with the previ-
ous methods on MuPoTs (Tab. 4) and 3DPW (Tab. 5).

Method All↑ Matched↑
CRMH [9] 69.1 72.2
ROMP [30] 69.9 74.6
3DCrowdNet [4] 72.7 73.3
BEV 70.2 75.2

Table 4. Comparisons to the SOTAs on MuPoTS.



Method PMPJPE MPJPE MPVE

HybrIK [19] 48.8 80.0 94.5
METRO [20] 47.9 77.1 88.2
ROMP [30] 47.3 76.7 93.4
BEV 46.9 78.5 92.3

Table 5. Comparisons to the SOTAs on 3DPW test set.

Method F1 score↑ MVE↓ MPJPE↓ NMVE↓ NMJE↓

ROMP [30] 0.695 173.76 170.55 249.96 245.34
BEV 0.732 169.21 165.27 231.16 225.76

w/o WST 0.738 171.16 168.12 235.06 230.89
w/o DC 0.741 170.59 168.12 229.98 225.67

Table 6. 3D mesh/pose error on AGORA-PC, the high occlusion
(over 70%) subset of the AGORA validation set (no kids).

5.2. Ablation Studies

To analyse the performance gain of different designs, we
perform more ablation studies on AGORA−PC, a high oc-
clusion (over 70%) subset of the AGORA validation set (no
kids). This has ground truth 3D annotations for detailed
evaluation while the test set does not. BEV uses the same
training samples as [30]. Comparing BEV and BEV w/o
WST in Tab. 6 also shows that our gains in high occlusion
situations come from the 3D representation.

Besides, we also evaluate the effectiveness of depth en-
coding (DC) for 3D mesh parameter regression. Depth en-
coding is developed to transfer people at different depths
to individual feature spaces. Tab. 6 shows that adding the
depth encoding reduces mesh reconstruction error under
high occlusion (over 70%). It demonstrates that achieving
depth-aware mesh regression via adding depth encoding is
beneficial to alleviating depth ambiguity and improving the
stability under occlusion.

5.3. Qualitative Results

In Fig. 6, we present more qualitative results on CMU
Panoptic and AGORA. In Fig. 1, 7, 8, we show the re-
sults under various crowded scenarios, including queuing,
standing side by side, and mixed scenarios. Compared with
ROMP [30] and CRMH [9], BEV performs much better in
detection, depth reasoning, and robustness to occlusion, es-
pecially in cases containing children. These results demon-
strate the superiority of our 3D representation, WST, and
perspective camera model. However, we also observe some
limitations of BEV from failure cases in Fig. 9. Without
modeling the contact between multiple people, BEV may
miss obvious contact and cannot avoid mesh intersections.
Besides, BEV is unable to handle occlusions with few visi-
ble parts and dense small-scale subjects in crowds.
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Figure 8. Qualitative comparisons to SOTA methods, ROMP [30] and CRMH [9], on Internet images [1].



Figure 9. Failure cases on Internet images [1]


