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Supplementary Note 1. Deriving Expected Error
In this supplementary note, we derive the decoding error probability of Gray codes and repetition codes subject to the bit-
flip noise model (Sec. 3) of Single-Photon SL. We provide an analytic expression for error probability in BCH codes for
a given decoding function and for the particular case of a bounded-error decoder. Additionally, we derive an upper-bound
on the average decoding error (in terms of absolute deviation) for binary shifted patterns. Finally, we outline the Monte-
Carlo simulation procedure to compare various strategies—such as BCH and repetition strategies in Fig. 6, and Hybrid and
repetition strategies in Fig. 8.

1.1. Notation

LetM = {m |m ∈ {0, 1}L} denote the set of L-bit binary messages, e.g., Gray codes, that represent columns of a projector.
For simplicity, we shall assume that the projector has 2L columns, but the following analysis extends mutatis mutandis to the
more general case. Further, let 1m and 0m denote the number of 1’s and 0’s in L-bit message m respectively.

1.2. Gray Codes

When transmitting a Gray code m an error occurs if any of the bits are flipped due to photon-noise, since no error-correcting
strategy is employed. Assuming y denotes the received (possibly corrupted) codeword when m is projected, the expected
error probability over the set of messagesM is given as
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where, we make use of Eq. (3) and Eq. (4) in the last step. Note that the decoding error is zero when Pflip, bright,Pflip, dark → 0.

1.3. Repeated Gray Codes

Assume we repeat m, the L-bit message, r times and decode it with a majority vote. Let x denote the received codeword
and y the decoded message by using a majority vote. Then each bit yi is decoded incorrectly if more than or equal ⌈ r−1

2 ⌉
bit-flips occur, with probability

Pr {yi ̸= mi |mi = 1} =
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j=⌈ r�1
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flip, bright(1− Pflip, bright)
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= gr(Pflip, bright) (S2)

where gr(p) =
∏r

j=⌊ r�1
2 ⌋ p

r(1− p)r−j . Similarly, we can show that

Pr {yi ̸= mi |mi = 0} = gr(Pflip, dark)

With this, we can evaluate decoding error probability for the repetition strategy by extending Eq. (S1) as

Pr {error} = 1−
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1−

(
gr (Pflip, bright) + gr (Pflip, dark)

2

))L

(S3)

Note that, gr(p) ≥ p ∀ p ∈ [0, 1], so repetition always improves decoding reliability when Pflip, dark,Pflip, bright < 0.5.

1.4. BCH Codes

Construction. A BCH(n, k, d) : {0, 1}k → {0, 1}n encoder takes input messages of length k and produces output code-
words of length n that are at least d-bits apart. In this paper, we consider primitive, narrow-sense BCH codes over the
finite field GF(2). We present a brief summary of their construction here and refer readers to Roth [11] for a more detailed
explanation.

1. Pick α a primitive element of GF(2n).

2. Compute the generator polynomial g(x) = lcm (q1(x), ..., qd−1(x)), where qi(x) are minimal polynomials of αi with
coefficients in GF(2).

3. Each codeword is obtained by multiplying a polynomial representing the message p(x) and the generator polynomial
g(x).

4. For systematic encoding, we set p(x) = m(x)xn−k− r(x), where m(x) is the polynomial with the symbols of message
m as coeffecients and r(x) = m(x)xn−k mod g(x).

From the construction, it can be seen that BCH codes are a subset of Reed-Solomon codes over the finite field GF(2n) [6].
Specifically, CBCH(n, k, d) = CRS(n,k,d) ∩ {0, 1}n, where RS(n, k, d) represents the Reed-Solomon encoder with parameters
(n, k, d) as before.

Decoding Error. Let c denote a codeword corresponding to BCH encoded message m. As before, assume we receive
(possibly corrupted) bits x which we decode to obtain y. Depending on whether decoder gives up beyond the worst-case
error limit (e.g. Berlekamp Massey [9]) or not (e.g. minimum distance decoding), we can derive two expressions. For
decoders that work up to the worst-case error limit of ⌊d−1

2 ⌋ bit-flips,
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Whereas, if we use a minimum distance decoder,

Pr {y ̸= m} = Pr
{
min
z∈C

dH(x, z) ̸= c

}
(S5)

, where C = { c | c = EBCH(n,k,d)(m)∀m ∈M}

Evaluating this probability expression in closed-form is not straightforward, but can be done by enumerating each code-
word in an exhaustive manner. For this reason, we opt to use Monte-Carlo simulations when comparing BCH and repetition
strategies.

1.5. Binary Shifting

Decoding binary shifted patterns is achieved by using a matched filter, where the template corresponds to a pattern with a
burst of 2Lshift ones followed by 2Lshift zeros. In this section, we present the error analysis for binary shifting with Lshift = 3,
corresponding to a temporal pattern length of 2Lshift+1 = 16 frames. Without loss of generality, we consider the temporal
sequence representing pixel location 0—comprising of 8 ones followed by 8 zeros. The expected error of other circularly
shifted sequences are identical to this. Let st denote the value of the received signal (possibly corrupted) at the t-th time
instant (0 ≤ t ≤ 15). Then, the probability of the absolute decoding error being exactly 1 pixel can be derived as

Pr {|error| = 1} = Pr
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= 2Pr {s8 ≥ s0}
= 2Pr {X ≥ Y } (X ∼ Ber(Pflip, dark), Y ∼ Ber(1− Pflip, bright))

(S6)
= 2 (Pflip, dark + (1− Pflip, dark)Pflip, bright) (S7)

where, Ber(p) denotes the Bernoulli probability distribution. In the above expression, we consider time instances modulo
16, i.e., t = −1 is interpreted as t = 15. Next, the probability of the absolute decoding error being exactly 2 pixels can
computed as
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= 2Pr {X ≥ Y } (X ∼ Bin(2,Pflip, dark), Y ∼ Bin(2, 1− Pflip, bright))

where, Bin(n, p) denotes the binomial probability distribution. Similarly, we can upper bound the probability of the
absolute decoding error being 1 ≤ r ≤ 15 pixels as 2Pr {Xr ≥ Yr}, where Xr ∼ Bin(r, Pflip, dark), Yr ∼ Bin(r, 1 −
Pflip, bright). With this, the expected absolute decoding error is given by:

E[|error|] =
15∑
r=0

rPr {|error| = r}

≤
15∑
r=1

2rPr {Xr ≥ Yr} (S9)

Using this expression, the upper bound on the expected decoding error for the dark room condition (using flux values from
Fig. 3(a)) is 1.2 pixels.



1.6. Monte-Carlo Simulation Procedure

Algorithm 1 Monte-Carlo Simulation Procedure

Require: Bit-�ips probabilities P�ip, bright ; P�ip, dark

Message setM with corresponding codeword setC
error metricL
Monte-Carlo iterationsniter

procedure MONTE-CARLO-SIMULATION (P�ip, bright , P�ip, dark , M , C, L niter)
error  0
for m 2 M do

Pick correspondingc 2 M
errorm  0
for 1 � i � niter do

Randomly �ip 1c and0c with probability P�ip, bright and P�ip, dark respectively to obtainx
Decodex to obtainy
ComputeL (m; y )
errorm = errorm + L(m; y )

end for
errorm = errorm =niter

error= error+ errorm
end for
error= error=jMj

return error
end procedure

We describe the simulation procedure in Algorithm 1. The error metrics we consider are exact error (
P N

i =1
1
N I (x i ; yi ),

whereI denotes the indicator function) and root mean square error (RMSE,
q

1
N

P N
i =1 (x i � yi )2). Figure 6 and Figure 8

both useniter = 100 (Monte-Carlo iterations).



1.7. Empirical Comparison of BCH and Repetition Strategies at Various� a

Suppl. Fig. 1.Monte-Carlo evaluation of BCH and repetition strategies,plotted at various ambient �ux� a . � a = 0 photons/sec (left
column) represents a dark room, while� a = 100 photons/sec and� a = 5000 photons/sec(middle and right columns)represent indoor
illumination and bright intensity matching the projector's �ux respectively. Across ambient illumination levels and redundancy factors,
BCH codes outperform repetition codes. Particularly atn = 255, BCH codes result in almost zero error everywhere.



Supplementary Note 2. Comparison to High-Speed Cameras

Read-noise of existing high-speed cameras is quite large and worsens with increasing read-out rates [2]. For instance, the
Phantom v2640 [1] has a read noise of 18.8e- when capturing640� 480frames at 28 kHz. This leads to an order of magnitude
lower SNR than SPADs (Tab. 1), and hence extremely noisy, practically unusable, reconstructions (Fig. 2). This is because
high-speed cameras must capture suf�cient photons in each frame to beat the high read noise �oor, which is not possible
especially in high-speed motion scenarios considered in this paper.

Device Dark room Indoor lamp Spot lamp

Phantom-v2640 0.07 0.08 0.13
SwissSPAD 0.81 0.84 1.10

Table 1. SNR of a high-speed camera (Phantom-v2640) vs a SPAD camera (this work),when observing a single bright pattern at
20kHz across various ambient conditions. No new experiment was conducted—incident �ux data is obtained from Fig 3.

Suppl. Fig. 2.3D reconstruction from the Phantom-v2640 vs the SPAD camera.(left) We simulate high-speed capture using photon
arrival rates. (right) Read-noise dominated frames of the high-speed camera lead to poor reconstructions. For a fair comparison, we
use Hybrid-255 and Hybrid-127 with complementary frames as the coding scheme for the SPAD camera and the high-speed camera
respectively—requiring similar acquisition times.



Supplementary Note 3. Code Look-Up-Tables

In this note, we describe the coding strategies developed such as BCH and Hybrid encoding, by means of their code look-up-
tables (LUTs)—which depict the projected patterns row-wise across time.

3.1. BCH(31, 11, 11) Encoding of a 10-bit Conventional Gray Message

Suppl. Fig. 3.Code Look-Up-Table describing the BCH(31, 11, 11) encoding of a 10-bit Conventional Gray message.Following
systematic encoding, the code LUT upto the �rst 10 frames is identical to a Gray Code LUT. Most of the parity frames feature high spatial-
frequency, which is easily distorted by short-range effects in a SL system (Sec. 4.2). Zoom-in to see high-frequency details.



3.2. BCH(31, 11, 11) Encoding of a 10-bit Long-run Gray Message

Suppl. Fig. 4.Code Look-Up-Table describing the BCH(31, 11, 11) encoding of a 10-bit Long-run Gray message.Owing to the
maximal minimum stripe-widths of Long-run Gray codes, the �rst 10 frames of the code LUT are robust to short-range distortions such as
projection defocus and/or resolution mismatch. However, the parity frames continue to comprise of high-spatial frequency patterns and are
thus, easily distorted. Zoom-in to see high-frequency details.



3.3. Hybrid (n = 31) Encoding of a 10-bit Gray Message

Suppl. Fig. 5.Code Look-Up-Table describing the Hybrid(n = 31) encoding of a 10-bit Conventional Gray message.We encode
L BCH = 7 MSBs using the BCH(31, 11, 11) encoder andL shift = 3 LSBs using binary shifting. Unlike the code LUTs of BCH encoded
patterns (Fig. 3 and Fig. 4 which comprise of many high spatial-frequency patterns (typically featuring a minimum stripe-width of 1 or
2 pixels), the minimum stripe-width of these Hybrid(n = 31) codes are at least 8 pixels by construction. This results in Hybrid codes
offering robustness to both bit-�ips arising from photon noise and other short-range effects arising from a combination of projector defocus
and camera-projector resolution mismatch.
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