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This supplementary material describes our experimental

setup (see Appendix A), provides additional ablation study

(see Appendix B), provides additional qualitative results

(see Appendix C), explores the limitations of our approach

(see Appendix D), and discusses visual relation benchmark

failure cases (see Appendix E).

A. Experimental Setup

As part of our experiments, we used COCO’s validation

set (Karpathy splits) for both qualitative and quantitative

evaluations. We report the beam with the lowest CLIP loss

score among the five beams. Our model has several hyper-

parameters: (i) λ (see Eq. (2)), which was set to 0.2; (ii) τc
(see Eq. (3)), which was set to 0.01; (iii) α (see Eq. (5)),

which was set to 0.3; (iv) We decreased the likelihood of

repeated tokens by a factor of two in order to mitigate rep-

etitions. Based on a human assessment, these parameters

produced concise, fluent, and image-related captions. We

use the PyTorch framework [4].

Pre-trained models: As part of our approach, we use

two large-scale pre-trained models: (i) GPT-2, using Hug-

gingFace’s gpt2-medium implementation1, with 24 atten-

tion models and 345M trainable parameters. This model

was trained on an 8M web-page dataset with a causal lan-

guage modeling (CLM) objective; (ii) CLIP, trained on

400M (images, text) crawled from the web. We use the

OpenAI implementation2. We employed a version of CLIP

with a vision transformer image encoding architecture that

is equivalent to ViT-B/32 [1].

Prompt engineering: Our method begins with an initial

prompt. In the majority of our experiments, we used “Image

of a”. We determine the caption from the words generated

after the initial prompt. We did observe that the prompt

affected output results, e.g., “Image of text that says,” is

much better if the caption is intended for OCR.

1https://huggingface.co/transformers/model_doc/

gpt2.html
2https://github.com/openai/CLIP

B. Ablation Study

Effect of CLIP-based optimization: A further ablation

was performed, in which CLIP’s score is used directly to

optimize the LM. In Fig. 1, we show two variants: (A1) se-

lecting tokens one by one to maximize the CLIP score, and

(A2) doing so on a score that combines CLIP score with

an LM-score. Evidently, the captions are not competitive

with our method. We also assessed the differences in lan-

guage fluency (perplexity measured with GPT Neo) and im-

age correspondence (measured with CLIP Score). Despite

a higher CLIP score (Tab. 1), our method has improved lan-

guage fluency. It is worth noting that higher CLIP doesn’t

necessarily translate to better wording.

A human study further supports this, conducted to deter-

mine which method is perceived as the best one. The study

included 50 images randomly selected from COCO and 40

annotators. Our caption was selected 70.5% , (A1) 8.9%,

and (A2) 20.6%.

Effect of regularizer coefficient: As shown below, an in-

crease in the regularizer coefficient results in a decrease in

the perplexity score measured with GPT Neo (i.e., language

fluency improves) while it decreases the clip similarity. We

find λ = 0.2 to be a good trade-off point.
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Human evaluation: We conducted an additional human

study on 50 images. We picked the images from the web

(e.g., video-game screenshot, real-world knowledge; specif-

ically, the subreddit ‘i took a picture’). We asked the anno-

tators to score between 1 to 5 two properties: human-like

and visual grounding. We compared against a supervised

method ClipCap. On human-like, our approach got 3.79 vs.

3.17 of ClipCap. On image grounding, our method got 3.98

vs. 3.21 of ClipCap.

https://huggingface.co/transformers/model_doc/gpt2.html
https://huggingface.co/transformers/model_doc/gpt2.html
https://github.com/openai/CLIP


C. Additional Qualitative Results

Image Captioning: In Fig. 6 (shown at the end of

the document due to size), we present our results on 200

randomly-selected images along with baselines. For base-

lines, we use ClipCap [3], CLIP-VL [5], and VinVL [6].

Our method generates original captions that are completely

different both in vocabulary and pattern from the baselines’

captions.

D. Limitations

We detail both the caption quality issues and the biases

resulting from the noisy web-scale data used to train CLIP

and GPT-2 in the following sections.

Web-scale noise: The captions we generate are influ-

enced by CLIP’s training data. Due to its extraction from

the web without special care, it contains noise. This leads

to two undesirable outcomes: 1) Generating entities re-

lated to the data source (e.g., Flickr) or irrelevant entities

(e.g., the name of the photographer). We solve this prob-

lem by adding a negative prior regularization to any capi-

talized subword. Consequently, a more generic caption will

be created, but at the expense of world-knowledge capabil-

ities. We show samples with and without the mechanism

in Fig. 2; and 2) At times, the captions become irrelevant

because they fail to remain focused. This can be controlled

using two hyperparameters. We multiply the probability of

the end token by a factor of fe, starting from time-step te.

In our method we used fe = 1.04, and te = 3. In Fig. 3,

several random examples are shown, and the length control

mechanism is ablated.

Bias and Fairness: It is common for web-scale data to

contain biased sources (e.g., news), resulting in an unin-

tended bias against some ethnic groups. In Fig. 4, an ab-

stract illustration of a terrorist is described as Palestinian.

Another example, racial characteristics are used to portray

a child as an immigrant. Additionally, a caption implies ho-

mosexual orientation for an image of two men.

E. Visual Relations Benchmark Study

Our benchmark combines real-world knowledge with the

ability to represent visual relationships. In Appendix E.

we show at typical mistakes. Samples are referred to by

their character counter: (a) Unpopular real-world knowl-

edge. GPT-2 and CLIP training are based on web crawled

data. Consequently, it may choose words based on popular-

ity on the Internet. Sydney is a more popular city than Can-

berra worldwide (we validate this with Google Trends); (b)

Synonyms. The relationship between the president and his

or her country leads to ”Canadian” rather than ”Canada;” (c)

Closely related. Rather than relating the pyramids to Egypt,

this sample refers to Sinai, an area in Egypt; (d), (e),(f) Re-

lation mistake. Subtracting Australia from Canberra con-

Method CLIP-S Perplexity

A1 0.98 8.61

A2 0.91 6.04

Ours 0.87 5.50

Table 1. Comparison of our method with and without optimiza-

tion. We show two variants: (A1) selecting tokens one by one to

maximize the CLIP score, and (A2) doing so on a score that com-

bines CLIP score with an LM-score.

veys a relationship relevant to a university. It appears that

adding the relationship to the UK led to ‘Berkeley.’ A ‘Chi-

nese university’ is generated by adding it to China, and a

‘German university’ is generated by adding it to Germany.

This might be due to Canberra being known for its univer-

sity. Since we use the same relation (pair subtraction) for

multiple triplet of images, inferring the wrong relation can

lead to many errors in the benchmark.
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A1: A mock cap 2013 Montreal
and Leaf  Blue.

Ours: A promotional cap from the
Toronto Blue Jays 10/09 season.

A1: A space at home 3DO Studio
located overlooking his gaming brazil.

Ours: A room dedicated to games
and other forms of entertainment
that were popular in the late 90s.

A1: A real food model cake at
Carpoolcar at Includes on San On.

Ours: Sean's truck cake.

A2: A baseball cap with mapleleaf
stand blue.

A2: A computer games room at
the House of Horror in 2001.

A2: A train car from the Sain-
Ollie and Beau-Niver.

Figure 1. Illustration of methods that employ CLIP directly without optimization to the LM. We show two variants: (A1) selecting tokens

one by one to maximize the CLIP score, and (A2) doing so on a score that combines CLIP score with an LM-score.

Figure 2. The effect of our entity-control mechanism. With the mechanism (With Capital) and without the mechanism (W/O Capital).



Figure 3. The effect of our length-control mechanism. With the mechanism (Short) and without the mechanism (Long).

Figure 4. Bias cases against distinct groups.

(a) (b)

(c) (d)



(e) (f)

Figure 5. Error analysis of the visual relations benchmark.



Figure 6. Generated captions by our method and by the baseline methods for images from the MS-COCO [2] test-set. CP=ClipCap [3],

CVL=CLIP-VL [5], VVL=VinVL [6].
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