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1. Network Architecture

Below is an example of the network architecture. The network architecture is composed of a stack (/N = 2) of encoder
blocks, followed by a final fully connected layer. Each encoder is composed of a scaled dot product attention block, (Figure |
shows the first of such blocks). u and v capture segmentwise features in the projected space, and the attention S(u, v) com-
putes the interactions of features across segments. We constrain the interactions to flow only between spatially connected
segments, which is performed by employing a Hadamard product with the adjacency matrix A. This ensures that the error
gradient flows through only relevant edges. To maintain regular gradient flow across the N blocks, we employ skip connec-
tions and propagate features onto the next encoder block. The number of hidden nodes K in each FC layer is 256, with group
norm parameter as a group of 8 channels.
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Figure 1. Description of the components of the first encoder block in the Segment-Fusion network architecture.

2. Training Setup

As part of data augmentation, we introduced random dropping of nodes in the graph, along with randomly resetting some
spatial connections (by setting entries of A to 0) to make the fusion decisions more robust. The proposed Segment-Fusion
network is extremely light-weight (consists of only about 0.5M parameters for the above N = 2, K' = 256 configuration.)
and can be trained on either a GPU or CPU. We trained the network on a Intel(R) i7-8700K CPU with 16 GB RAM.



3. Visualizations

Figures 2,3 and 4 illustrate additional visualizations of the impact of using Segment-Fusion on previous semantic estima-
tors (MinkowskiNet [ 1], PointConv [4], SparseConvNet [2]) on the ScanNet dataset.
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Figure 2. Qualitative results of Segment-Fusion on some sample point clouds of the ScanNet validation set using the MinkowskiNet
semantic backbone.

GT Semantic Labels Base Semantic Labels Base Instance Features SF Instances SF Semantic Labels

Figure 3. Qualitative results of Segment-Fusion on some sample point clouds of the ScanNet validation set using the PointConv semantic
backbone.
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Figure 4. Qualitative results of Segment-Fusion on some sample point clouds of the ScanNet validation set using the SparseConvNet
semantic backbone.



Table 1. Performance impact (mloU) of Segment-Fusion on state-of-the-art semantic segmentation backbones on the ScanNet.
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SparseConvNet val 824 948 580 772 885 784 68.1 583 587 70.1 294 619 56.7 623 466 615 912 637 84.0 503 67.1
SparseConvNet + SF val 853 97.1 619 795 916 821 723 614 610 716 36.1 710 61.7 658 47.1 699 955 738 923 540 715
PointConv val 741 947 469 70.0 83.0 70.0 649 321 467 684 11.7 56.6 524 582 366 468 832 58.0 773 346 583
PointConv + SF val 786 973 50.7 780 876 762 680 360 493 751 133 642 599 629 38.1 541 899 636 905 382 63.6
MinkNet42 val 843 951 633 789 915 877 744 602 650 80.1 249 651 658 781 554 699 922 69.1 864 61.0 724
MinkNet42 + SF val 86.7 973 659 80.0 939 900 770 63.6 664 829 265 689 687 807 557 728 954 760 917 645 752

4. ScanNet Validation Set Evaluation

In Table 1, we present results of using Segment-Fusion on a variety of semantic backbones (MinkowskiNet [ 1], PointConv
[4], SparseConvNet [2]) on the ScanNet validation set, supplemented with an instance backbone trained with the losses
proposed in Occuseg [3]. Similar to the test set, we observe significant improvements of 4.4%, 5.1% and 2.8% respectively
in mloU scores (and gains in individual class scores). Thus, we observe that the improvements provided by Segment-Fusion
do not depend specifically on the choice of the semantic segmentation backbone used.
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