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In this supplementary material, we provide additional
details about our approach, experiment settings and results.
In Sec. A, we first give general implementation details, that
apply to all networks we considered. We follow by explain-
ing the triplet image creation and the sampling process of
our synthetic warps MW in Sec. B.

In Sec. C, we then focus on the training procedure to ob-
tain PWarpC-SF-Net and PWarpC-SF-Net* in more depth.
We continue by explaining the training details of PWarpC-
NC-Net and PWarpC-NC-Net* in Sec. D. We subsequently
provide training details for PWarpC-CATs and PWarpC-
DHPF in respectively Sec. E and F. In all aforementioned
sections, we provide information about the architecture, its
original training strategy, our proposed training approach
comprising the sampled transformations MW and weight-
ing of our losses, as well as implementation details. We
also provide additional ablative experiments.

We then follow by analysing the effect of the strength
of the sampled warps MW in Sec. G. In Sec. H, we also
provide results on all four benchmarks PF-Pascal [4], PF-
Willow [3], SPair-71K [18] and TSS [25], when the net-
works are trained or finetuned on SPair-71K instead of PF-
Pascal. Finally we present more detailed quantitative and
qualitative results in Sec. I. In particular, we extensively ex-
plain the evaluation datasets and set-up. We also analyze
our approach in terms of robustness to view-point, scale,
truncation and occlusion. Finally, we further evaluate our
approach on the Caltech-101 dataset [8].

A. General implementation details

In this section, we provide implementation details, which
apply to all our PWarpC networks.

Creating of ground-truth probabilistic mapping PW :
Here, we describe how we obtain the ground-truth proba-
bilisitc mapping PW from the known mapping MW . We
first rescale the mapping MW to the same resolution as

the predicted probabilistic mapping P̂ . We then convert
the mapping into a ground-truth probabilistic mapping PW ,
following this scheme. For each pixel position i′ in I ′,
we construct the ground-truth 2D conditional probability
distribution PW (·|i′) ∈ RhI′×wI′ ,∈ [0, 1] by assigning a
one-hot or a smooth representation of M(i′). In the lat-
ter case, following [11], we pick the four nearest neigh-
bours of M(i′) and set their probability according to dis-
tance. Then we apply 2-D Gaussian smoothing of size 3 on
that probability map. We then vectorize the two dimensions
of PW (·|i′), leading to our final known warp probabilistic
mapping PW ∈ RhIwI×hI′wI′ . We will specify which rep-
resentation we used, as either one-hot or smooth, for each
loss and each network.
Conversion of P to correspondence set: The output of the
model is a probabilistic mapping, encoding the matching
probabilities for all pairwise match relating an image pair.
However, for various applications, such as image alignment
or geometric transformation estimation, it is desirable to ob-
tain a set of point-to-point image correspondences MI←J
between the two images. This can be achieved by either
performing a hard or soft assignment. In the former case,
the hard assignment in one direction is done by just taking
the most likely match, the mode of the distribution as,

MI←J(j) = arg maxi PI←J(i|j) (1)

In the latter case, the soft assignment corresponds to soft-
argmax. It computes correspondences MI←J(j) for indi-
vidual locations j of image J , as the expected position in I
according to the conditional distribution PI←J(.|j),

MI←J(j) =
∑
i

i · PI←J(i|j) (2)

Training details: All networks are trained with PyTorch,
on a single NVIDIA TITAN RTX GPU with 24 GiB of
memory, within 48 hours, depending on the architecture.
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B. Triplet creation and sampling of warps MW

B.1. Triplet creation

Our introduced learning approach requires to construct
an image triplet (I, I ′, J) from an original image pair
(I, J), where all three images must have training dimen-
sions s × s. We follow a similar procedure than in [28],
further described here. The original training image pairs
(I, J) are first resized to a fixed size sr × sr, larger than
the desired training image size s × s. We then sample a
dense mapping MW of the same dimension sr × sr, and
create I ′ by warping image I with MW , as I ′ = I ◦MW .
Each of the images of the resulting image triplet (I, I ′, J)
are then centrally cropped to the fixed training image size
s × s. The central cropping is necessary to remove most
of the black areas in I ′ introduced from the warping opera-
tion with large sampled mappings MW as well as possible
warping artifacts arising at the image borders. We then ad-
ditionally apply appearance transformations to all images of
the triplet, such as brightness and contrast changes.

B.2. Sampling of warps MW

A question raised by our proposed loss formulations (8)-
(9) is how to sample the synthetic warpsMW . During train-
ing, we randomly sample it from a distribution MW ∼ pW ,
which we need to design. Here, we also follow a similar
procedure than in [28].

In particular, we construct MW by sampling homogra-
phy, Thin-plate Spline (TPS), or affine-TPS transformations
with equal probability. The transformations parameters are
then converted to dense mappings of dimension sr × sr.
Then, we optionally apply horizontal flipping to the each
dense mapping with a probability pflip.

Specifically, for homographies and TPS, the four im-
age corners and a 3 × 3 grid of control points respectively,
are randomly translated in both horizontal and vertical di-
rections, according to a desired sampling scheme. The
translated and original points are then used to compute the
corresponding homography and TPS parameters. Finally,
the transformations parameters are converted to dense map-
pings. For both transformation types, the magnitudes of the
translations are sampled according to a uniform distribution
with a range σH . Note that for the uniform distribution, the
sampling range is actually [−σH , σH ], when it is centered
at zero, or similarly [1− σH , 1 + σH ] if centered at 1 for
example. Importantly, the image points coordinates are pre-
viously normalized to be in the interval [−1, 1]. Therefore
σH should be within [0, 1].

For the affine transformations, all parameters, i.e. scale,
translations, shearing and rotation angles, are sampled from
a uniform distribution with range equal to τ , t, α and α re-
spectively. The affine scale parameters are sampled within
[1− τ, 1 + τ ] with center at 1, while for all other parame-

ters, the sampling interval is centered at zero.

B.3. List of Hyper-parameters

In summary, to construct our image triplet (I, I ′, J), the
hyper-parameters are the following:

(i) sr, the resizing image size, on which is applied MW

to obtain I ′ before cropping.
(ii) s, the training image size, which corresponds to the

size of the training images after cropping.
(iii) σH , the range used for sampling the homography

and TPS transformations.
(iv) τ , the range used for sampling the scaling parameter

of the affine transformations.
(v) t, the range used for sampling the translation param-

eter of the affine transformations.
(vi) α, the range used for sampling the rotation angle of

the affine transformations. It is also used as shearing angle.
(vii) σtps, the range used for sampling the TPS transfor-

mations, used for the Affine-TPS compositions.
(viii) The probability of horizontal flipping pflip.

B.4. Hyper-parameters settings

Geometric transformations : For all our PWarpC net-
works, the mappings MW are created by sampling homo-
graphies, TPS and Affine-TPS transformations with equal
probability. For simplicity, we also use the same range for
all three types of transformations. In particular, we use a
uniform sampling scheme with a range equal to [−σH , σH ],
where σH = σtps = 0.4. For the affine transformations, we
also sample all parameters, i.e. scale, translation, shear and
rotation angles, from uniform distributions with ranges re-
spectively equal to τ = 0.45, t = 0.25, and α = π/12
for both angles. We use these parameters when training on
either PF-Pascal [4] or SPair-71K [18].

Probability of horizontal flipping: When training on PF-
Pascal, we set the probability of horizontal flipping to
pflip = 5% for all our PWarpC networks, except for
PWarpC-NC-Net and PWarpC-NC-Net*, for which we use
pflip = 30%. For training on SPair-71K, we increase this
value to pflip = 15% for all our PWarpC networks, except
for PWarpC-NC-Net and PWarpC-NC-Net*, for which we
keep pflip = 30%.

Appearance transformations: For all experiments and
networks, we apply the same appearance transformations
to the image triplet (I, I ′, J). Specifically, we convert each
image to gray-scale with a probability of 0.2. We then ap-
ply color transformations, by adjusting contrast, saturation,
brightness, and hue. The color transformations are larger
for the synthetic image I ′ then for the real images (I, J).
For the synthetic image I ′, we additionally randomly invert
the RGB channels. Finally, on all images of the triplet, we
further use a Gaussian blur with a kernel between 3 and 7,



and a standard deviation sampled within [0.2, 2.0], applied
with probability of 0.2.

C. PWarpC-SF-Net and PWarpC-SF-Net*

We first provide details about the SF-Net [9] architecture.
We also briefly review the training strategy of the original
work. We then extensively explain our training approach
and the corresponding implementation details, for both our
weakly and strongly-supervised approaches, PWarpC-SF-
Net and PWarpC-SF-Net* respectively. Finally, we provide
additional method analysis for this architecture.

C.1. Details about SF-Net

Architecture: SF-Net is based on a pre-trained ResNet-101
feature backbone, on which are added convolutional adap-
tation layers at two levels. The predicted feature maps are
then used to construct two cost volumes, at two resolutions.
After upsampling the coarsest one to the same resolution,
the two cost volumes are combined with a point-wise mul-
tiplication. While the resulting cost volume is the actual
output of the network, it is converted to a flow field through
a kernel sotf-argmax operation. Specifically, a fixed Gaus-
sian kernel is applied on the raw cost volume scores to post-
process them, before applying SoftMax to convert the cost
volume to a probabilistic mapping. From there, the soft-
argmax operation transposes it to a mapping.

For our PWarpC approaches, we do not use the Gaussian
kernel to post-process the predicted matching scores. We
simply convert the predicted cost volume into a probabilis-
tic mapping through a SoftMax operation, following eq. (4)
of the main paper. Also note that only the adaptation layers
are trained.

Training strategy in original work: The original work
employs ground-truth foreground object masks as supervi-
sion. From single images associated with their segmenta-
tion masks, they create image pairs by applying random
transformations to both the original images and segmen-
tation masks. Subsequently, they train the network with
a combination of multiple losses. In particular, they en-
force the forward-backward consistency of the predicted
flow, associated with a smoothness objective acting directly
on the predicted flow. These losses are further combined
with an objective enforcing the consistency of the warped
foreground mask of one image with the ground-truth seg-
mentation mask of the other image.

C.2. PWarpC-SF-Net and PWarpC-SF-Net*: our
training strategy

Warps W sampling: For the weakly-supervised version,
we resize the image pairs (I, J) to sr × sr = 340 × 340,
sample a dense mapping MW of the same dimension and

create I ′. Each of the images of the resulting image triplet
(I, I ′, J) is then centrally cropped to s× s = 320× 320.

For the strongly-supervised version, we apply the trans-
formations on images of the same size than the crop, i.e.
sr × sr = s × s = 320 × 320. This is to avoid cropping
keypoint annotations.

When training on PF-Pascal, we apply 5% of horizontal
flipping to sample the random mappings MW , while it is
increased to 15% when training on SPair-71K.
Weighting and details on the losses : We found it bene-
ficial to define the known probabilistic mapping PW with
a one-hot representation for our PW-bipath loss (eq.9 of
m.p.), while using a smooth representation instead for the
PWarp-supervision (eq.8 of m.p.) loss and the keypoint
Lkp objective in (eq.12 of m.p.). Each representation is de-
scribed in Sec. A.

For the weakly-supervision version PWarpC-SF-Net, the
weights in eq. 11 of m.p. are set to λP-warp-sup =
Lvis-PW-bi/LP-warp-sup and λPNeg = 1.

For the strongly-supervised version, PWarpC-SF-Net*,
we use the same weight λP-warp-sup = Lvis-PW-bi/LP-warp-sup.
We additionally set λkp = (LP-warp-sup + Lvis-PW-bi)/Lkp,
which ensure that our probabilistic losses amount for the
same than the keypoint loss Lkp. Moreover, the keypoint
loss Lkp is set as the cross-entropy loss, for both PWarpC-
SF-Net* and its baseline SF-Net*.
Implementation details: For our weakly-supervised
PWarpC-SF-Net, we set the initial learnable parameter z,
corresponding to the unmatched state ø for our occlusion
modeling, at z = 0.

For both the weakly and strongly-supervised approaches,
the SoftMax temperature, corresponding to equation (4) of
the main paper, is set to τ = 1.0/50.0, the same than orig-
inally used in the baseline for soft-argmax. The hyper-
parameter used in the estimation of our visibility mask V̂
(eq. 9 of the main paper) is set to γ = 0.7 and to γ = 0.2
when trained on PF-Pascal or SPair-71K respectively. This
is because in SPair-71K, the objects are generally much
smaller than in PF-Pascal.

For training, we use similar training parameters as in
baseline SF-Net [9]. We train with a batch size of 16 for
maximum 100 epochs. The learning rate is set to 3.10−5

and halved after 50. We optionally finetune the networks on
SPair-71K for an additional 20 epochs, with an initial learn-
ing rate of 1.10−5, halved after 10 epochs. The networks
are trained using Adam optimizer [7] with weight decay set
to zero.

C.3. Additional analysis

Here, we first analyse the effect of the kernel applied in
the original SF-Net baseline [9] before converting the pre-
dicted cost volume to a probabilistic mapping representa-
tion. We also provide the ablation study of our strongly-



(a) Training with mapping-based Warp Consistency [28]
Source STarget T w. kernel

(b) Training with Probabilistic Warp Consistency (Ours)
Source STarget T

Figure 1. In (a), SF-Net is trained using the mapping-based Warp
Consistency approach [28], after converting the cost volume to a
mapping through soft-argmax [9]. It predicts ambiguous matching
scores, struggling to differentiate between the car wheels. After
applying the kernel, the mode of the distribution corresponds to
the wrong wheel. Also note that the kernel is extremely impor-
tant in that case to post-process the multi-hypothesis distribution.
Our probabilistic approach (b) instead directly predicts a Dirac-
like distribution, whose mode is correct.

supervised PWarpC-SF-Net*. Note that the ablation study
of the weakly-supervised SF-Net is provided in Tab. 2 of
the main paper. Finally, we show the impact of different
losses on negative image pairs, i.e. depicting different ob-
ject classes.

Effect of kernel: Baseline SF-Net relies on a kernel soft-
argmax strategy to convert the predicted cost volume to a
mapping. In particular, the kernel is applied on the cost vol-
ume before applying SoftMax (eq.4 of m.p.), which trans-
poses it to a probabilistic mapping. From there, soft-argmax
is used to obtain a mapping. Nevertheless, we observe that
this kernel is extremely important in order to post-process
the matching scores. This is shown in Fig. 1. In con-
trast, our approach Probabilistic Warp Consistency, which
directly acts on the predicted dense matching scores, pro-
duces clean, Dirac-like conditional distributions, without
relying on any post-processing operations.

Ablation study for strongly-supervised PWarpC-SF-
Net*: In Tab. 1, we analyse key components of our ap-
proach PWarpC-SF-Net*. From the strongly-supervised

PF-Pascal PF-Willow Spair-71K TSS
αimg αbbox αbbox αimg

Methods 0.05 0.10 0.05 0.10 0.10 0.05

SF-Net* 78.7 92.9 43.2 72.5 27.9 73.8
+ Vis-aware PW-bipath (eq. 9 of m.p.) 77.1 91.6 47.8 77.9 31.1 80.3
+ PWarp-supervision (eq. 8 of m.p.) 78.3 92.2 47.5 77.7 32.5 84.2

Table 1. Ablation study for strongly-supervised PWarpC-SF-Net*.
We incrementally add each component. We measure the PCK on
the PF-Pascal [4], PF-Willow [3], SPair-71K [18] and TSS [25]
datasets. The evaluation results are computed using ground-truth
annotations at original resolution.

PF-Pascal PF-Willow Spair-71k TSS
αimg αbbox αbbox αimg

Methods 0.05 0.10 0.05 0.10 0.10 0.05

I SF-Net baseline (soft-argmax) 59.0 84.0 46.3 74.0 24.0 75.8
II SF-Net baseline (argmax) 60.3 81.3 43.7 71.0 26.9 74.1
III Vis-PW-bipath + PWarp-sup 63.0 84.9 47.0 76.9 30.7 83.5
IV (III) + PNeg (eq. 10 of m.p.) (PWarpC-SF-Net) 65.6 87.9 47.3 78.2 33.8 84.1
V (III) + Max-score [22] 63.7 81.2 44.6 71.6 31.8 77.3
VI (III) + Min-entropy [19] 59.4 76.7 41.8 67.9 28.8 73.2

Table 2. Comparison of different losses applied on negative im-
age pairs, i.e. depicting different object classes, when associated
with our introduced PW-bipath and PWarp-supervised losses on
positive image pairs. We use SF-Net as baseline network. The
evaluation results are computed using the annotations at original
resolution.

baseline SF-Net*, adding our probabilistic PW-bipath ob-
jective leads to a significant improvement on the PF-Willow,
SPair-71K and TSS datasets. Further including our PWarp-
supervision objective results in additional gains on SPair-
71K and TSS.
Comparisons to alternative negative losses: In Tab. 2, we
compare combining our PW-bipath and PWarp-supervision
objectives on image pairs of the same label, with different
losses on images pairs showing different object classes, i.e.
on negative image pairs. In the version denoted as (IV),
we introduce our explicit occlusion modeling (Sec. 4.3 of
the main paper), trained with our probabilistic negative loss
LPNeg. In (V) and (VI), we instead combine our probabilis-
tic objectives on the positive image pairs (III), with an addi-
tional objective, minimizing the max scores or the negative
entropy of the cost volume respectively. While it brings a
small improvement with respect to version (III), the result-
ing network performances in (V) and (VI) are far lower than
when trained with our final combination (eq. 11 of m.p.),
which corresponds to version (IV).

D. PWarpC-NC-Net and PWarpc-NC-Net*
In this section, we first provide details about the NC-Net

architecture. We also briefly review the training strategy
of the original work. We then extensively explain our train-
ing approach and the corresponding implementation details,
for both our weakly and strongly-supervised approaches,
PWarpC-NC-Net and PWarpC-NC-Net* respectively. Fi-
nally, we extensively ablate our approach for this architec-
ture.

D.1. Details about NC-Net

Architecture: In [22], Rocco et al. introduce a learnable
consensus network, applied on the 4D cost volume con-
structed between a pair of feature maps. Specifically, they
process the cost volume with multiple 4D convolutional lay-
ers, to establish a strong locality prior on the relationships
between the matches. The cost volume before and after ap-
plying the 4D convolutions is also processed with a soft mu-
tual nearest neighbor filtering.



Training strategy in original work: The baseline NC-Net
is trained with a weakly-supervised strategy, using image-
level class labels as only supervision. Their proposed objec-
tive maximizes the mean matching scores over all hard as-
signed matches from the predicted cost volume constructed
between images pairs of the same class, while minimizing
the same quantity for image pairs of different classes. By
retraining the NC-Net architecture with this strategy, we
nevertheless found the training process to be quite unsta-
ble, multiple training runs leading to substantially different
performance.

D.2. PWarpC-NC-Net and PWarpC-NC-Net*: our
training strategy

Warps W sampling: For the weakly-supervised version,
we resize the image pairs (I, J) to sr × sr = 430 × 430,
sample a dense mapping MW of the same dimension and
create I ′. Each of the images of the resulting image triplet
(I, I ′, J) is then centrally cropped to s× s = 400× 400.

For the strongly-supervised version, we apply the trans-
formations on images of the same size than the crop, i.e.
sr × sr = s× = 400 × 400. This is to avoid cropping
keypoint annotations.

As for the random mapping MW , we apply 30% of hori-
zontal flipping. We found increasing the percentage of hor-
izontal flipping for our PWarpC-NC-Net and PWarpC-NC-
Net* networks to be beneficial compared to the other net-
works, in order to help stabilize the learning.

Weighting and details on the losses : For all losses, we use
a smooth representation for the known probabilistic map-
ping PW (see Sec. A).

In general, we found the PWarp-supervision objec-
tive (eq.8 of m.p.) to be slightly harmful for the PWarpC-
NC-Net networks, and therefore did not include it in our
final weakly and strongly-supervised formulations. This is
particularly the case when finetuning the features, which
is the setting we used for our final PWarpC-NC-Net and
PWarpC-NC-Net*. This is likely due to the network ’over-
fitting’ to the synthetic image pairs and transformations in-
volved in the PWarp-supervision loss, at the expense of the
real images considered in the PW-bipath (eq. 9 of m.p.) and
PNeg (eq. 10 of m.p.) objectives.

As a result, for the weakly-supervision version PWarpC-
NC-Net, the weights in eq. 11 of m.p. are set to λP-warp-sup =
0 and λPNeg = 1. For the strongly-supervised version,
PWarpC-NC-Net*, we use the same weight λP-warp-sup = 0.
We additionally set λkp = (LP-warp-sup + Lvis-PW-bi)/Lkp,
which ensure that our probabilistic losses amount for the
same than the keypoint loss Lkp. Moreover, the keypoint
loss Lkp is set as the cross-entropy loss, for both PWarpC-
NC-Net* and its baseline NC-Net*.

Implementation details: For PWarpC-NC-Net, we set

the initial learnable parameter z, corresponding to the un-
matched state ø for our occlusion modeling at z = 10. This
is to ensure that it is in the same range than the cost volume,
at initialization.

The SoftMax temperature, corresponding to equation 4
of the main paper, is set to τ = 1.0, the same than origi-
nally used in the baseline loss. The hyper-parameter used
in the estimation of our visibility mask V̂ (eq. 9 of the main
paper) is set to γ = 0.2. Indeed, for NC-Net, we found that
using a more restrictive threshold, as compared to the other
networks which use γ = 0.7 (when trained on PF-Pascal),
is beneficial to stabilize the training. It offers a better guar-
antee that the PW-bipath loss (eq. 9 of m.p.) is only applied
in common visible object regions between the triplet.

Similarly to baseline NC-Net [22], we train in two
stages. In the first stage, we only train the consensus
neighborhood network while keeping the ResNet-101 fea-
ture backbone extractor fixed. We further finetune the last
layer of the feature backbone as well as the consensus
neighborhood network in a second stage. These two stages
are used to train on PF-Pascal [4], our final PWarpC-NC-
Net and PWarpC-NC-Net* approaches, as well as strongly-
supervised baseline NC-Net*.

For training, we use similar training parameters as in
baseline NC-Net. We train with a batch size of 16, which is
reduced to 8 when the last layer of the backbone feature is
finetuned. During the first training stage on PF-Pascal, we
train for a maximum of 30 epochs with a learning rate set to
a constant of 5 · 10−4. During the second training stage on

PF-Pascal PF-Willow Spair-71k TSS
αimg αbbox αbbox αimg

Methods 0.05 0.10 0.05 0.10 0.10 0.05

I NCNet baseline (Max-score) [22] 60.5 82.3 44.0 72.7 28.8 77.7
II PW-bipath diverged
III + Visibility mask 64.7 83.8 45.4 75.9 32.8 82.7
IV + PWarp-supervision 61.7 79.2 45.1 73.8 35.6 85.4

III PW-bipath Visibility mask 64.7 83.8 45.4 75.9 32.8 82.7
V + PNeg 62.0 82.2 45.4 76.2 33.2 87.9
VI + ft features (PWarpC-NC-Net) 64.2 84.4 45.0 75.9 35.3 89.2

VII ft features from scratch 63.7 82.9 44.9 76.1 35.7 87.4

VI PWarpC-NC-Net 64.2 84.4 45.0 75.9 35.3 89.2
I Max-score (NC-Net baseline) 60.5 82.3 44.0 72.7 28.8 77.7
VIII Min-entropy [19] 55.6 79.2 42.0 72.3 25.4 78.4
IX Warp Consistency [28] 59.1 75.0 44.6 70.1 35.0 87.0

III PW-bipath Visibility mask 64.7 83.8 45.4 75.9 32.8 82.7
V (III) + PNeg (Ours) 62.0 82.2 45.4 76.2 33.2 87.9
X (III) + Max-score 62.9 82.1 45.4 74.2 31.3 79.0
XI (III) + Min-entropy 60.8 78.5 44.8 71.4 31.5 78.6

Table 3. In the top part, we conduct an ablation study for PWarpC-
NC-Net. There, we incrementally add each component. In the
middle part, we then compare our Probabilistic Warp Consistency
objective to alternative weakly-supervised losses. In the bottom
part, we compare the impact of combining different losses on non-
matching pairs with our PW-bipath objective, applied on image
pairs of the same class. We measure the PCK on the PF-Pascal [4],
PF-Willow [3], SPair-71K [18] and TSS [25] datasets. The evalu-
ation results are computed using ground-truth annotations at orig-
inal resolution.



PF-Pascal, the learning rate is reduced to 1 · 10−4 and the
network trained for an additional 30 epochs.

We optionally further finetune the networks on SPair-
71K [18] for 10 epochs, with the same learning rate equal to
1·10−4. Note that in this setting, the last layer of the feature
backbone is also finetuned. The networks are trained using
Adam optimizer [7] with weight decay set to zero.

D.3. PWarpC-NC-Net: ablation study and compar-
ison to previous works

Similarly to Sec. 5.4 of the main paper for PWarpC-SF-
Net, we here provide a detailed analysis of our weakly-
supervised approach PWarpC-NC-Net.
Ablation study: In the top part of Tab. 3, we analyze key
components of our weakly-supervised approach. The ver-
sion denoted as (II) is trained using our PW-bipath objec-
tive (eq. 7 of m.p.), without the visibility mask. NC-Net
trained with this loss diverged. With the NC-Net architec-
ture, we found it crucial to extend our loss with our visi-
bility mask (eq. 7 of m.p.), resulting in version (III). We
believe applying our PW-bipath loss on all pixels (II) con-
fuses the NC-Net network, by enforcing matching even in
e.g. non-matching background regions. Note that version
(III) trained with our visibility aware PW-bipath objective
(eq. 9 of m.p.) already outperforms the baseline (I) on all
datasets and for all thresholds. Further adding the PWarp-
supervision loss (eq. 8 of m.p.) in (IV) leads to worse re-
sults than (III) on the PF-Pascal and PF-Willow datasets,
despite bringing an improvement on SPair-71K and TSS.
To obtain a final network achieving competitive results on
all four datasets, we therefore do not include the PWarp-
supervision objective (eq. 8 of m.p.) in our final formula-
tion.

From (III), including our occlusion modeling, i.e. the un-
matched state and its corresponding probabilistic negative
loss (eq. 10 of m.p.) in (V) leads to notable gains on the
PF-Willow, SPair-71K and TSS datasets. In (VI), we fur-
ther finetune the last layer of the feature backbone with the
neighborhood consensus network in a second training stage.
It leads to substantial improvements on all datasets, except
for PF-Willow, where results remain almost unchanged.

From (VI) to (VII), we compare finetuning the feature
backbone in a second training stage (VI), or directly in a
single training stage (VII). The former leads to better per-
formance on the PF-Pascal dataset. As a result, version
(VI) corresponds to our final weakly-supervised PWarpC-
NC-Net, trained with two stages on PF-Pascal.
Comparison to other losses: In the middle part of Tab. 3,
we compare our Probabilistic Warp Consistency approach
to previous weakly-supervised alternatives. The baseline
NC-Net, corresponding to version (I), is trained with max-
imizing the max scores of the predicted cost volumes for
matching images. It leads to significantly worse results than

our approach (VI) on all datasets and threshold. The same
conclusions apply to version (VIII), trained with minimiz-
ing the cost volume entropy for matching images. Finally,
we compare our probabilistic approach (VI) to the mapping-
based Warp Consistency method, corresponding to (IX).
While Warp Consistency (IX) achieves good performance
on the SPair-71K and TSS datasets, it leads to poor results
on the PF-Pascal and PF-Willow datasets.
Comparison of objectives on negative image pairs: Fi-
nally, in the bottom part of Tab. 3, we compare multiple
alternative losses applied on image pairs depicting differ-
ent object classes. In particular, we combine our visibility-
aware PW-bipath loss (III) with either our introduced prob-
abilistic negative loss (eq. 10 of m.p.), minimizing the
maximum scores [22] or maximizing the cost volume en-
tropy [19] in respectively (V), (X) and (XI). Our probabilis-
tic negative loss (eq. 10 of m.p.) leads to significantly better
results on the PF-Willow, SPair-71K and TSS datasets. We
believe it is because it enables to explicitly model occlu-
sions and unmatched regions through our extended proba-
bilistic formulation, including the unmatched state.

E. PWarpC-CATs
In this section, we first briefly review the CATs architec-

ture and the original training strategy. We then provide de-
tails about the integration of our probabilistic approach into
this architecture. Finally, we analyse the key components of
our resulting strongly-supervised networks PWarpC-CATs
and PWarpC-CATs-ft-features.

E.1. Details about CATs

Architecture: CATs [2] finds matches which are globally
consistent by leveraging a Transformer architecture applied
to slices of correlation maps constructed from multi-level
features. The Transformer module alternates self-attention
layers across points of the same correlation map, with inter-
correlation self-attention across multi-level dimensions.
Training strategy in original work: While the final output
of the CATs architecture is a cost volume, the latter is con-
verted to a dense mapping by transposing into a probabilis-
tic mapping with SoftMax, and then applying soft-argmax.
The network is then trained with the End-Point Error objec-
tive, by leveraging the keypoint match annotations.

E.2. PWarpC-CATs: our training strategy

Warps W sampling: We apply the transformations on im-
ages with dimensions sr × sr = s× s = 256× 256. We do
not further crop central images to avoid cropping keypoint
annotations.

When training on PF-Pascal, we apply 5% of horizontal
flipping to sample the random mappings MW , while it is
increased to 15% when training on SPair-71K.



Weighting and details on the losses : We define the known
probabilistic mapping PW with a one-hot representation for
our PW-bipath and PWarp-supervision losses (8)-(9) of the
main paper (see Sec. A).

To obtain PWarpC-CATs, we set the weights in eq. 12
of m.p. as λP-warp-sup = Lvis-PW-bi/LP-warp-sup and λkp =
(LP-warp-sup + Lvis-PW-bi)/Lkp, which ensure that our prob-
abilistic losses amount for the same than the keypoint loss
Lkp.

To obtain PWarpC-CATs-ft-features, where the ResNet-
101 backbone feature is additionally finetuned, we found
the PWarp-supervision objective (eq. 8 of m.p.) to be
slightly harmful, and therefore did not include it in this case.
This is consistent with the findings of PWarpC-NC-Net and
PWarpC-NC-Net*, for which the PWarp-supervised objec-
tive was also found harmful when the feature backbone is
finetuned. This is likely due to the network ’overfitting’
to the synthetic image pairs and transformations involved
in the PWarp-supervision loss, at the expense of the real
images considered in the PW-bipath (eq. 9 of m.p.) objec-
tives. As a result, for the PWarpC-CATs-ft-features version,
we set the weights in eq. 12 of m.p. as λP-warp-sup = 0 and
λkp = (LP-warp-sup + Lvis-PW-bi)/Lkp.

Moreover, to be consistent with the baseline CATs, the
keypoint loss Lkp is set as End-Point-Error loss, after con-
verting the probabilistic mapping to a mapping through
soft-argmax.

Implementation details: The softmax temperature, corre-
sponding to equation 4 of the main paper, is set to τ = 0.02,
the same than originally used in the baseline. The hyper-
parameter used in the estimation of our visibility mask V̂
(eq. 9 of the main paper) is set to γ = 0.7 and to γ = 0.2
when trained on PF-Pascal or SPair-71K respectively. This
is because in SPair-71K, the objects are generally much
smaller than in PF-Pascal.

For training, we use similar training parameters as in
baseline CATs. We train with a batch size of 16 when the
feature backbone is frozen, and reduce it to 7 when finetun-
ing the backbone. The initial learning rate is set to 3 · 10−6

for the feature backbone, and 3 · 10−5 for the rest of the
architecture. It is halved after 80, 100 and 120 epochs and
we train for a maximum of 150 epochs. We use the same
training parameters when training on either PF-Pascal or
SPair-71K. The networks are trained using AdamW opti-
mizer [14] with weight decay set to 0.05.

E.3. Ablation study

In Tab. 4, we analyse the key components of our
strongly-supervised approaches PWarpC-CATs (top part)
and PWarpC-CATs-ft-features (bottom part). From the
CATs baseline, which is trained with the End-Point Error
(EPE) objective while keeping the backbone feature frozen,
adding our visibility-aware PW-bipath loss (eq. 9 of m.p.)

PF-Pascal PF-Willow Spair-71k TSS
αimg αbbox αbbox αimg

Methods 0.05 0.10 0.05 0.10 0.10 0.05

CATs baseline (EPE) 67.3 88.6 41.6 68.9 22.1 74.8
+ Vis-aware-PW-bipath 68.1 88.5 44.0 70.6 21.4 76.3
+ PWarp-supervision (PWarpC-CATs) 67.1 88.5 44.2 71.2 23.3 82.4

CATs-ft-features (EPE) 79.8 92.7 45.2 73.2 26.8 78.4
+ Vis-aware-PW-bipath

(PWarpC-CATs-ft-features) 79.8 92.6 48.1 75.1 27.9 88.7

+ PWarp-supervision 79.6 92.4 46.7 74.4 26.0 88.7

Table 4. Ablation study for PWarpC-CATs and PWarpC-CATs-ft-
features. We incrementally add each component. We measure
the PCK on the PF-Pascal [4], PF-Willow [3], SPair-71K [18]
and TSS [25] datasets. The evaluation results are computed us-
ing ground-truth annotations at original resolution.

leads to a subtantial gain on the PF-Willow and TSS dataset.
Further including our PWarp-supervision objective results
in improved performance on PF-Willow, SPair-71K and
TSS. For the versions with finetuning the feature backbone
(bottom part of Tab. 4), our visibility-aware PW-bipath ob-
jective brings major gains on PF-Willow, SPair-71K and
TSS. However, further adding the PWarp-supervision leads
to a small drop in performance on all datasets. For this
reason, we use the combination of the EPE loss with
our visibility-aware PW-bipath objective to train our final
PWarpC-CATs-ft-features.

F. PWarpC-DHPF
As in previous sections, we first review the DHPF [19]

architecture and its original training strategy. We then pro-
vide training details for our strongly-supervised PWarpC-
DHPF. Finally, we provide an ablation study for our ap-
proach applied to this architecture.

F.1. Details about DHPF

Architecture: DHPF learns to compose hypercolumn fea-
tures, i.e. aggregation of different layers, on the fly by se-
lecting a small number of relevant layers from a deep con-
volutional neural network. In particular, it proposes a gat-
ing mechanism to choose which layers to include in the hy-
percolumn. The hypercolumns features are then correlated,
leading to the final output cost volume.
Training strategy in original work: The original work
proposes both a weakly and strongly-supervised approach.
The weakly-supervised approach is trained with minimiz-
ing the cost volume entropy computed between image pairs
depicting the same class, while maximizing it for pairs de-
picting a different semantic content.

The strongly-supervised approach is instead trained with
the cross-entropy loss, after converting the keypoint match
annotations to probability distributions. In both cases, the
authors also include a layer selection loss. It is a soft con-
straint to encourage the network to select each layer of the
feature backbone at a certain rate.



F.2. PWarpC-DHPF: our training strategy

Warps W sampling: We apply the transformations on im-
ages with dimensions sr×sr = s×s = 240×240. Similarly
to PWarpC-CATs, we do not further crop central images to
avoid cropping keypoint annotations.

When training on PF-Pascal, we apply 5% of horizontal
flipping to sample the random mappings MW , while it is
increased to 15% when training on SPair-71K.

Weighting and details on the losses : We define the known
probabilistic mapping PW with a smooth representation for
our PW-bipath and PWarp-supervision losses (8)-(9) of the
main paper (see Sec. A).

To obtain PWarpC-DHPF, we set the weights in eq. 12
of m.p. as λP-warp-sup = Lvis-PW-bi/LP-warp-sup and λkp =
(LP-warp-sup + Lvis-PW-bi)/Lkp, which ensure that our prob-
abilistic losses amount for the same than the keypoint loss
Lkp.

Moreover, in the strongly-supervised baseline DHPF,
they train with a keypoint loss Lkp corresponding to the
cross-entropy with the ground-truth keypoint matches con-
verted to one-hot probabilistic mapping representations. We
nevertheless found that the baseline is slightly improved
when the ground-truth keypoint matches are instead con-
verted to smooth probability distributions. We denote this
version as DHPF* and compare it to our final PWarpC-
DHPF in Tab. 5. As a result, for our PWarpC-DHPF, we
set the keypoint loss Lkp in eq. 12 of m.p. to the cross-
entropy with a smooth representation of the ground-truth
keypoint match distributions. Finally, for fair comparison,
we add the layer selection loss used in baseline DHPF to
our strongly-supervised loss (eq. 12 of m.p.).

Implementation details: The softmax temperature, corre-
sponding to equation 4 of the main paper, is set to τ = 1, as
in the baseline loss. Note that following the baseline DHPF,
we apply gaussian normalization on the cost volume before
applying the SoftMax operation to convert it to a probabilis-
tic mapping. The hyper-parameter used in the estimation
of our visibility mask V̂ (eq. 9 of the main paper) is set to
γ = 0.7 and to γ = 0.2 when trained on PF-Pascal or SPair-
71K respectively. This is because in SPair-71K, the objects
are generally much smaller than in PF-Pascal.

For training, we use similar training parameters as in
baseline DHPF. We train on PF-Pascal with a batch size of
6 for a maximum of 100 epochs. The initial learning rate is
set 3 · 10−2 and halved after 50 epochs. We optionally fur-
ther finetune the network on SPair-71K, with an additional
10 epochs and a constant learning rate of 1 · 10−2. The
networks are trained using SGD optimizer [23].

F.3. Ablation study

In Tab. 5, we conduct ablative experiments on PWarpC-
DHPF. Training with the cross-entropy loss using a smooth

PF-Pascal PF-Willow Spair-71k TSS
αimg αbbox αbbox αimg

Methods 0.05 0.10 0.05 0.10 0.10 0.05

DHPF baseline (CE with one-hot) 77.3 91.7 44.8 70.6 27.5 72.2
DHPF* (CE with smooth) 78.1 90.7 44.7 70.1 27.9 74.02
+ Vis-aware-PW-bipath 76.3 90.7 47.3 73.6 28.0 73.7
+ PWarp-supervision (PWarpC-DHPF) 77.7 91.7 47.7 74.3 28.6 74.3

Table 5. Ablation study for PWarpC-DHPF. We incrementally add
each component. We measure the PCK on the PF-Pascal [4], PF-
Willow [3], SPair-71K [18] and TSS [25] datasets. The evalua-
tion results are computed using ground-truth annotations at origi-
nal resolution.

representation of the ground-truth in DHPF* leads to
slightly better results than DHPF on PF-Pascal and SPair-
71K. For this reason, we use it as baseline. Further in-
cluding our visibility-aware PW-bipath loss and PWarp-
supervision leads to incremental gains on PF-Willow and
SPair-71K.

G. Analysis of transformations W

In this section, we analyse the impact of the sampled
transformations’ strength on the performance of the corre-
sponding trained PWarpC networks. As explained in Sec. B,
the strength of the warps MW is mostly controlled by the
range σH , used to sample the base homography, TPS and
Affine-TPS transformations. The probability of horizontal
flipping pflip also has a large impact. We thus analyse the
effect of the sampling range σH and the probability of hor-
izontal flipping pflip on the evaluation results of the corre-
sponding PWarpC networks. In particular, we provide the
analysis for our weakly-supervised PWarpC-SF-Net. The
trend is the same for the other PWarpC networks.

While we choose a specific distribution to sample the
transformations parameters used to construct the mapping
MW , our experiments show that the performance of the
trained networks according to our proposed Probabilis-
tic Warp Consistency loss is relatively insensitive to the
strength of the transformationsMW , if they remain in a rea-
sonable bound. We present these experiments in Fig. 2.

In Fig. 2 (A), we analyse the impact of the sampling
range on the performance of PWarpC-SF-Net. Any range
within [0.1, 0.7] leads to similar performance, for α = 0.1
and for α = 0.15. Only for α = 0.05 on PF-Pascal, increas-
ing the range up to 0.6 leads to better results, with a drop
for σH = 0.7. We select σH = 0.4 in our final setting.

We then look at the impact of the probability of horizon-
tal flipping in Fig. 2 (B). On PF-Pascal, increasing the prob-
ability of flipping up to 5% leads to an increase in perfor-
mance. Increasing it further nevertheless results in a gradual
drop in performance. The trend is the same on SPair-71K,
except that the best results are achieved for pflip = 10%.
We therefore set pflip = 5% for our final PWarpC net-
works.
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(B) Impact of probability of horizontal flipping
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Figure 2. Impact of the strength of the transformations MW , on the performance of the weakly-supervised PWarpC-SF-Net network. We
look at the PCK for α thresholds in {0.05, 0.1, 0.15} obtained on the PF-Pascal [4] and SPair-71K [18] datasets, for different sampling
ranges σH and probability of horizontal flipping pflip, used to create the synthetic transformations MW during training.

H. Results when training on SPair-71K

In this section, we analyse the performance of our
PWarpC networks when trained or finetuned on SPair-71K

instead of PF-Pascal. In Tab. 6, we provide results on the
PF-Pascal, PF-Willow, Spair-71K and TSS, when networks
are trained on the SPair-71K dataset. It extends Tab. 1 of
the main paper, where models were instead trained on the



PF-Pascal PF-Willow Spair-71k TSS
PCK @ αimg PCK @ αbbox PCK @ αbbox PCK @ αimg , α = 0.05

Methods Reso 0.05 0.10 0.15 0.05 0.10 0.15 0.05 0.10 FG3DCar JODS Pascal Avg.

S HPFres101 [17] max 300 - - - - - - - 28.2 - - - -
SCOTres101 [13] max 300 - - - - - - - 35.6 - - - -
CHMres101 [16] 240 - - - - - - - 46.3 - - - -
PMDres101 [12] - - - - - - - - 37.4 - - - -
PMNCres101 [10] - - - - - - - - 50.4 - - - -
MMNetres101 [30] 224× 320 - - - - - - - 40.9 - - - -
DHPFres101 [19] 240 52.6 † 75.4 † 84.8 † 37.4 † 63.9 † 77.0 † 20.7 † 37.3 - - - -
CATsres101 [2] 256 45.3 † 67.7 † 77.0 † 31.8 † 56.8 † 69.1 † 21.9 † 42.4 - - - -
CATs-ft-featuresres101 [2] 256 54.4 † 74.1 † 81.9 † 39.7 † 66.3 † 78.3 † 27.9 † 49.9 - - - -

CATs-ft-featuresres101 [2] ori † 57.7 75.2 82.9 43.5 69.1 80.8 27.1 48.8 88.9 73.9 57.1 73.3
PWarpC-CATs-ft-featuresres101 ori 58.8 77.4 84.6 46.4 73.6 85.0 28.2 48.4 91.1 85.8 69.1 82.0

DHPFres101 [19] ori † 56.9 77.2 86.3 40.9 66.8 79.9 20.6 36.3 83.8 69.7 57.3 70.3
PWarpC-DHPFres101 ori 65.8 85.5 92.3 47.6 72.9 84.5 23.3 38.7 87.5 73.7 60.3 73.8

NC-Net*res101 ori 59.8 75.6 82.1 38.9 62.6 74.7 29.1 50.7 81.1 66.7 45.4 64.4
PWarpC-NC-Net*res101 ori 67.8 82.3 86.9 46.1 72.6 82.7 31.6 52.0 93.0 84.6 70.6 82.7

SF-Net*res101 ori 66.5 85.0 90.8 43.5 70.4 82.9 26.2 50.0 88.3 75.3 57.2 73.6
PWarpC-SF-Net*res101 ori 72.1 89.6 93.5 46.3 75.2 87.0 27.0 48.8 92.5 81.1 66.2 79.9

U CNNGeores101 [20] (results from [18]) - - - - - - - - 20.6 - - - -
A2Netres101 [24] (results from [18]) - - - - - - - - 22.3 - - - -

M SF-Netres101 [9] (results from [10]) - - - - - - - - 26.3 - - - -

W PWarpC-SF-Netres101 ori 64.5 86.9 92.6 47.1 78.1 89.9 18.6 37.1 91.0 81.6 67.4 80.0

WeakAlignres101 [21] (results from [18]) - - - - - - - - 20.9
DHPFres101 [19] 240 46.1 † 78.1 † 88.4 † 34.9 † 66.2 † 82.5 † 12.4 † 27.7 - - - -
DHPFres101 [19] ori † 53.3 81.3 90.3 40.9 70.1 84.6 12.7 27.2
PMDres101 [12] - - - - - - - - 26.5 - - - -
WarpC-SemGLU-Netvgg16 [28] ori 57.0 † 78.7 † 88.7 † 46.1 † 72.8 † 84.9 † 12.8 † 23.5 96.3 † 84.2 † 80.2 † 86.9

NC-Netres101 [22] (results from [18]) - - - - - - - - 20.1 - - - -
PWarpC-NC-Netres101 ori 61.7 82.6 88.5 43.6 74.6 86.9 18.5 38.0 95.4 88.9 85.6 90.0

Table 6. PCK [%] obtained by different state-of-the-art methods on the PF-Pascal [4], PF-Willow [3], SPair-71K [18] and TSS [25] datasets.
All approaches are trained or finetuned on the training set of Spair-71K. S denotes strong supervision using key-point annotation, M refers
to using ground-truth object segmentation mask, U is fully unsupervised requiring only single images, and W refers to weakly supervised
with image class labels. Each method evaluates with ground-truth annotations resized to a specific resolution. However, using different
ground-truth resolution leads to slightly different results. We therefore use the standard setting of evaluating on the original resolution (ori)
and gray the results computed at a different resolution. When needed, we re-compute metrics of baselines using the provided pre-trained
weights, indicated by †.

PF-Pascal dataset.

Weakly-supervised: In the bottom part of Tab. 6, we
compare approaches trained with a weakly-supervised ap-
proach. Our PWarpC-SF-Net and PWarpC-NC-Net trained
on PF-Pascal were further finetuned on SPair-71K with our
Probabilistic Warp Consistency objective 11 of the main pa-
per. Note that baselines SF-Net and NC-Net were obtained
by finetuning on SPair-71K the original models trained
on PF-Pascal, with their respective original training strate-
gies. Our weakly-supervised approaches PWarpC-SF-Net
and PWarpC-NC-Net lead to a particularly impressive im-
provement compared to their respective baselines, with 41%
(+ 10.8) and 89.1% (+ 17.9) relative (and absolute) gains.
As a result, PWarpC-SF-Net and PWarpC-NC-Net set a
new state-of-the-art on respectively the PF-Willow and PF-
Pascal datasets, and the SPair-71K and TSS datasets, across
all unsupervised (U), weakly-supervised (W) and mask-
supervised (M) approaches trained on SPair-71K.

Strongly-supervised: In the top part of 6, we report re-
sults of models trained with a strongly-supervised approach,

leveraging keypoint match annotations. While training on
SPair-71K with our approach leads to similar results than
the baselines on SPair-71K, our PWarpC networks show
drastically better generalization properties to PF-Pascal,
PF-Willow and TSS. Our strongly-supervised PWarpC-NC-
Net* sets a new state-of-the-at on SPair-71K and TSS,
across all strongly-supervised approaches trained on SPair-
71K. Our PWarpC-SF-Net* also obtains state-of-the-art re-
sults on the PF-Pascal and PF-Willow datasets.

I. Detailed results when trained on PF-Pascal

In this section, we first provide additional details on the
validation datasets and experimental setting in Sec. I.1. In
Sec. I.2, we then analyze the robustness of our approach to
different variation factors, i.e. occlusion, truncation, scale
and view-point, on the SPair-71K dataset. Subsequently, we
show additional prediction examples of the unmatched state
for our weakly-supervised approaches in Sec. I.3. We fol-
low by analysing our approach in terms of robustness of the
predicted confidence scores in Sec. I.4. In Sec. I.6, we fur-



Methods Reso View-point Scale Truncation Occlusion
easy medi hard easy medi hard none src trg both none src trg both All

U CNNGeo (from [18]) - 25.2 10.7 5.9 22.3 16.1 8.5 21.1 12.7 15.6 13.9 20.0 14.9 14.3 12.4 18.1
A2Net (from [18]) - 27.5 12.4 6.9 24.1 18.5 10.3 22.9 15.2 17.6 15.7 22.3 16.5 15.2 14.5 20.1

M SF-Net ori † 32.0 15.5 10.0 28.4 22.0 13.2 27.0 20.1 20.0 18.7 26.6 18.5 18.9 18.0 24.0

W PWarpC-SF-Net ori 41.9 24.2 20.7 39.1 31.8 18.8 36.3 29.7 30.4 28.4 36.5 27.7 27.9 24.7 33.5

WeakAlign (from [18]) - 29.4 12.2 6.9 25.4 19.4 10.3 24.1 16.0 18.5 15.7 23.4 16.7 16.7 14.8 21.1
NC-Net (from [18]) - 34.0 18.6 12.8 31.7 23.8 14.2 29.1 22.9 23.4 21.0 29.0 21.1 21.8 19.6 26.4

NC-Net ori † 37.6 19.4 13.8 34.7 26.0 14.9 31.7 25.2 25.1 23.5 31.5 23.4 24.3 20.9 28.8
PWarpC-NC-Net ori 42.6 27.1 24.6 40.8 33.4 20.8 38.5 30.1 32.8 28.4 38.1 29.1 31.2 25.9 35.3

S DHPF ori † 34.5 20.0 15.4 32.4 25.7 14.7 31.1 22.5 22.7 22.1 30.2 21.8 22.9 18.7 27.5
PWarpC-DHPF ori 35.8 21.0 16.7 33.5 26.6 16.5 32.2 23.8 24.5 21.7 31.5 22.7 23.9 20.2 28.6

CATS ori † 29.7 13.8 9.56 26.4 20.2 11.6 25.2 17.8 18.1 17.3 24.3 17.2 18.4 16.3 22.1
PWarpC-CATs ori 30.7 15.1 11.2 28.2 21.0 11.6 26.7 19.1 18.4 18.0 25.8 17.8 19.0 16.6 23.3

CATs-ft-features ori † 35.6 17.0 12.8 31.5 24.9 14.7 29.9 22.6 22.3 22.4 29.7 20.5 21.6 18.5 26.8
PWarpC-CATs-ft-features ori 35.6 19.6 15.7 33.7 25.3 14.2 32.0 22.5 22.9 21.1 31.2 21.0 22.1 19.2 27.9

SF-Net* ori 36.8 18.6 12.2 32.8 25.8 16.0 30.1 25.4 25.0 23.7 30.6 22.7 23.2 18.4 27.9
PWarpC-SF-Net* ori 41.5 22.8 18.1 38.1 30.6 18.2 35.6 28.6 28.9 26.2 35.4 26.4 27.4 25.3 32.5

NC-Net* ori 42.0 22.3 15.4 37.5 30.3 19.7 34.9 28.8 30.0 26.3 35.2 26.2 28.1 23.8 32.4
PWarpC-NC-Net* ori 45.4 27.7 24.7 42.6 35.2 22.5 40.3 32.5 33.7 29.7 40.0 30.5 32.2 29.6 37.1

Table 7. PCK analysis for state-of-the-art approaches, by variation factors on SPair-71K. The variation factors include view-point, scale,
truncation, and occlusion with various difficulty levels. All models in this table use ResNet101 as the backbone, and are trained on
the training set of PF-Pascal. S denotes strong supervision using keypoint match annotations, M refers to using ground-truth object
segmentation mask, U is fully unsupervised requiring only single images, and W refers to weakly-supervised with image-level class labels.
Each method evaluates with ground-truth annotations resized to a specific resolution. However, using different ground-truth resolutions
leads to slightly different results. We therefore use the standard setting of evaluating on the original resolution (ori). When needed, we
re-compute metrics of baselines using the provided pre-trained weights, indicated by †. For each of our PWarpC networks, we compare to
its corresponding baseline within the dashed-lines. Best and second best results are in red and blue respectively.

ther compare state-of-the-art methods on the Caltech-101
dataset. Finally, we provide extensive qualitative compar-
isons in Sec I.7.

I.1. More details on datasets and metrics

Evaluation metrics: For evaluation, we adopt the
standard evaluation metric, percentage of correct key-
points (PCK). Given a set of M predicted and ground-

truth keypoint
{
k̂
}M
m=1

and {k}Mm=1, the PCK for
the corresponding image pair is calculated as PCK =
1
M

∑M
m=1 1

[∥∥∥k̂m − km∥∥∥ 6 ατ ·max(hτs , w
τ
s )
]
. Here, hs

and ws are either the dimensions of the source image or the
dimensions of the object bounding box in the source image.
PF-Pascal contains 1341 image pairs from 20 categories.
Images have dimensions randing from 102 × 300 to 300 ×
300. We use the splits proposed in [5] where training, val-
idation and test sets respectively contain 700, 300 and 300
image pairs. In line with [5], we report the PCK with re-
spect to the dimensions of the source image.
PF-Willow comprises 900 images from 4 categories with
small variations in view-point and scale, and 10 keypoint
annotations per pair. Images have dimensions ranging from
153× 300 to 300× 300. Due to the absence of real bound-
ing box annotations in PF-WILLOW, the evaluation thresh-
old of a bounding box, max(wbbox

s , hbbox
s ), is computed us-

ing the two furthest key-point positions to approximate a
bounding box that tightly wraps the object. However, note
that a few previous works sometimes use a different bound-
ing box definition, which loosely covers the object by using
only a single keypoint position. Since this definition is not
as accurate as the former, we do not report the results using
this bounding box definition.

SPair-71K is a highly challenging dataset, comprising
70958 image pairs from 18 categories with extreme and di-
verse viewpoint and scale variations. Images have dimen-
sions ranging from 188×312 to 500×500. The dataset con-
tains rich annotations for each image pair, e.g. keypoints,
scale difference, truncation and occlusion difference, and a
clear data split. In line with previous works, we report the
PCK with respect to source bounding box dimensions.

TSS is the only dataset proving dense flow field annota-
tions for the foreground object in each pair. It contains 400
image pairs, divided into three groups: FG3DCAR, JODS,
and PASCAL, according to the origins of the images. Im-
ages have dimensions ranging from 237×250 to 600×800.
Evaluation is done on 800 pairs, by also exchanging source
and target images. The PCK is computed with respect to
source image size.



Methods View-point Scale Truncation Occlusion
easy medi hard easy medi hard none src trg both none src trg both All

I SF-Net 32.0 15.5 10.0 28.4 22.0 13.2 27.0 20.1 20.0 18.7 26.6 18.5 18.9 18.0 24.0
II PW-bipath (eq. 7 of m.p.) 35.0 20.3 17.4 33.6 25.9 14.2 31.7 23.1 23.4 21.8 30.7 21.9 23.8 21.0 28.0
III + visibility mask (eq. 9 of m.p.) 37.4 19.0 13.3 33.6 26.6 15.8 31.7 24.7 24.4 22.1 31.3 22.3 24.2 21.4 28.5
IV + PWarp-supervision (eq. 8 of m.p.) 38.0 22.2 18.9 35.9 28.5 16.5 33.7 25.9 26.8 25.3 33.4 24.6 25.3 22.9 30.7
V + PNeg (eq. 10 of m.p.) (PWarpC-SF-Net) 41.9 24.2 20.7 39.1 31.8 18.8 36.3 29.7 30.4 28.4 36.5 27.7 27.9 24.7 33.5

V PWarpC-SF-Net (Ours) 41.9 24.2 20.7 39.1 31.8 18.8 36.3 29.7 30.4 28.4 36.5 27.7 27.9 24.7 33.5
VI Mapping Warp Consistency [28] 34.4 18.2 14.0 31.7 24.7 14.1 30.5 22.3 21.2 19.3 29.4 20.9 21.8 18.3 26.6
VII PWarp-supervision only (eq. 8 of m.p.) 35.3 21.6 16.6 33.4 26.9 16.2 31.1 24.4 26.5 23.2 31.4 23.0 23.3 21.2 27.9
VIII Max-score [22] 34.0 20.8 15.9 33.0 25.3 14.2 30.0 24.7 24.2 22.4 30.3 21.6 22.5 20.4 24.6
IX Min-entropy [19] 28.3 17.5 12.3 27.7 20.4 11.9 25.3 19.3 19.9 19.8 25.4 18.2 18.1 15.5 20.6

Table 8. Ablation study (top part) and comparison to alternative weakly-supervised or unsupervised losses (bottom part). We compare the
PCK by variation factors on SPair-71K. The variation factors include view-point, scale, truncation, and occlusion with various difficulty
levels.

I.2. Robustness to specific challenges

To better understand the performance of our training ap-
proach under complex conditions, we report the results ac-
cording to different variation factors with various difficulty
levels. In particular, the SPair-71k dataset contains diverse
variations in view-point, scale, truncation and occlusion. In
addition to the keypoint match annotations, the dataset also
provide specific annotations for each of the variation fac-
tors, with different levels of difficulty. We are particularly
interested in the occlusion setting.

Comparison to state-of-the-art: In Tab. 7, we compare
state-of-the-art approaches by variation factor on the SPair-
71K dataset. Both our weakly-supervised (W) approaches
PWarpC-NC-Net and PWarpC-SF-Net bring a significant
improvement compared to their respective baselines, for all
variation factor and all difficulty levels. Specifically for oc-
clusion, our PWarpC-SF-Net and PWarpC-NC-Net bring an
absolute gain of 8.7% and 5.9%, from their respective base-
lines SF-Net and NC-Net.

As for strongly-supervised approaches (S), each of our
PWarpC network shows an improvement compared to its
baseline, for all four variation factors.

Ablation study: In Tab. 8 top part, we show the impact
of the key components of our weakly-supervised approach.
From version (II), which corresponds to training with our
PW-bipath objective without the visibility mask, to our fi-
nal PWarpC-SF-Net, denoted as (V), incrementally adding
each of our losses brings a significant improvement for all
variation factors and levels of difficulty. In particular, in
(V), our explicit occlusion modeling, i.e. through introduc-
ing an unmatched state and our probabilistic negative loss,
leads to a particularly impressive gain compared to (IV), of
3.3% and 1.8% for truncation and occlusion respectively.

Comparison to alternative weakly-supervised cost vol-
ume losses: In Tab. 8 bottom part, we further compare
our final weakly-supervised PWarpC-SF-Net to alternative
weakly-supervised objectives. We first compare our prob-
abilistic approach (V) to the mapping-based Warp Consis-
tency [28], denoted as (VI). Here, note that to train with the

Warp Consistency objective [28], the predicted cost volume
is converted to a mapping, by applying kernel soft-argmax
as in the original work [9]. Our probabilistic approach (V)
obtains significantly better results than the mapping-based
warp consistency (VI), for all variations factors and level
of difficulties. Version (VII) corresponds to training the SF-
Net architecture with only the PWarp-supervision objective.
The performance is much worse than when trained with our
Probabilistic Warp Consistency (V). Finally, both training
with maximizing the max scores in (VIII), or minimizing
the cost volume entropy in (IX) also lead to poor results
compared to our approach (V) for all variation factors.

I.3. Example predictions for the unmatched state

In Fig. 5, we provide examples of the unmatched state
predictions of our weakly-supervised approach PWarpC-
NC-Net. The results are similar for PWarpC-SF-Net.
Our probabilistic approach predicts Dirac-like distributions,
whose mode are correct. Furthermore, through our explicit
occlusion modeling approach (Sec. 4.3 of the paper), the
network successfully identifies the object in most examples.

I.4. Confidence analysis

Most semantic matching architectures predict a cost vol-
ume as the final network output. The cost volume, after
conversion to a probabilistic mapping through SoftMax, in-
herently encodes the confidence of each predicted tentative
match. It is not the case when directly regression a map-
ping or flow output instead. Nevertheless, a confidence es-
timation for each of the predicted matches can in the case
be obtained, by e.g. forward-backward consistency of the
flow field [15]. In this section, we analyse the quality of the
confidence predictions, when the networks are trained with
our weakly-supervised Probabilistic Warp Consistency ap-
proach.

A common technique to assess the quality of a confi-
dence estimate is to rely on sparsification and error curves.

Sparsification and error curves: To assess the quality of
the uncertainty estimates, we rely on sparsification plots,
in line with [1, 6, 26, 27, 29]. The pixels having the high-
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Figure 3. Sparsification error curves and AUSE on the PF-Pascal
dataset, for our PWarpC-SF-Net, baseline SF-Net and SF-Net
trained with the mapping-based Warp Consistency objective. For
the two latter, the predicted cost volume is converted to a mapping
before applying the loss. For this reason, we show two alterna-
tive confidence estimation schemes, based on the matching scores,
or on the forward-backward consistency of the flow. For our ap-
proach PWarpC-SF-Net, our Probabilistic Warp Consistency ob-
jective is applied directly on the probabilistic mapping, therefore
we directly use the probabilities of the hard assigned matches as
confidence measures. Smaller AUSE is better.

est uncertainty are progressively removed and the PCK of
the remaining pixels is plotted in the sparsification curve.
These plots reveal how well the estimated uncertainty re-
lates to the true errors. Ideally, larger uncertainty should
correspond to larger errors. Gradually removing the predic-
tions with the highest uncertainties should therefore mono-
tonically improve the accuracy of the remaining correspon-
dences. The sparsification plot is compared with the best
possible ranking of the predictions, according to their ac-
tual errors computed with respect to the ground-truth flow.
We refer to this curve as the oracle plot.

Note that, for each network the oracle is different.
Hence, an evaluation using a single sparsification plot is not
possible. To this end, we use the Sparsification Error, con-
structed by directly comparing each sparsification plot to its
corresponding oracle plot by taking their difference. Since
this measure is independent of the oracle, a fair comparison
between different methods is possible. As evaluation met-
ric, we use the Area Under the Sparsification Error curve
(AUSE). We compute the sparsification error curve on each
image pair. The final error curve is the average over all im-
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Figure 4. Ablation study for weakly-supervised PWarpC-SF-Net
in terms of sparsification error curves and AUSE on the PF-Pascal
dataset. As confidence measure, we use the probabilities of the
hard assigned matches. Smaller AUSE is better.

age pairs of the dataset.
The sparsification and error plots provide an insightful

and directly relevant assessment of the uncertainty. In par-
ticular, the AUSE directly evaluates the ability to filter out
inaccurate and incorrect correspondences, which is the main
purpose of the uncertainty estimate.

Results: For this confidence analysis, we use SF-Net as
baseline. In Fig. 3, we report the sparsification error curves
and AUSE obtained by our approach PWarpC-SF-Net, the
baseline SF-Net, and SF-Net trained with the mapping-
based Warp Consistency [28] objective. For the baseline
and the Warp Consistency versions, using directly the pre-
dicted matching scores of the hard-assigned matches or the
forward-backward mapping as confidence measure leads to
similar results. Nevertheless, our probabilistic PWarpC-SF-
Net outperforms the other approaches in AUSE. It demon-
strates the benefit of our probabilistic approach, acting di-
rectly on dense matching scores. In particular, it shows our
approach can filter out inaccurate and incorrect correspon-
dences better than previous methods, which is extremely
important for usability in end tasks.

Ablation study: In Fig. 4, we show the impact of the key
components of our weakly-supervised Probabilistic Warp
Consistency approach, on the confidence estimation robust-
ness. Adding the visibility mask, our PWarp-supervision
loss and our occlusion modelling consistency improves the
AUSE.



Methods Reso aero bike bird boat bottle bus car cat chair cow dog horse moto person plant sheep train tv all

U CNNGeo (from [18]) - 21.3 15.1 34.5 12.8 31.2 26.3 24.0 30.6 11.6 24.3 20.4 12.2 19.7 15.6 14.3 9.6 28.5 28.8 18.1
A2Net (from [18]) - 20.8 17.1 37.4 13.9 33.6 29.4 26.5 34.9 12.0 26.5 22.5 13.3 21.3 20.0 16.9 11.5 28.9 31.6 20.1

M SF-Net ori † 24.1 15.7 43.3 14.6 35.6 20.8 13.8 47.7 14.9 26.7 24.2 13.4 19.4 20.7 15.2 14.2 28.8 34.9 24.0

W PWarpC-SF-Net ori 38.8 27.6 58.3 18.9 41.3 30.3 21.7 56.2 20.1 38.3 33.8 20.0 28.6 24.2 21.7 18.2 42.2 60.0 33.5

WeakAlign (from [18]) - 23.4 17.0 41.6 14.6 37.6 28.1 26.6 32.6 12.6 27.9 23.0 13.6 21.3 22.2 17.9 10.9 31.5 34.8 21.2
NC-Net (from [18]) - 24.0 16.0 45.0 13.7 35.7 25.9 19.0 50.4 14.3 32.6 27.4 19.2 21.7 20.3 20.4 13.6 33.6 40.4 26.4

NC-Net ori † 25.9 18.1 45.6 16.7 39.7 26.6 20.0 52.7 15.5 33.4 30.6 18.4 24.4 23.5 24.2 16.0 36.1 47.3 28.8
PWarpC-NC-Net ori 37.4 28.8 60.8 22.9 40.5 29.4 22.8 60.1 19.5 37.8 38.4 27.9 32.1 29.7 29.2 20.2 44.5 50.0 35.3

S DHPF ori † 23.1 21.6 56.0 16.6 36.6 21.7 15.8 49.6 16.5 31.3 34.8 19.2 25.0 25.8 20.3 14.8 31.7 31.5 27.5
PWarpC-DHPF ori 25.2 23.8 62.0 17.1 35.1 23.5 16.8 51.2 16.9 34.7 34.6 19.1 25.6 25.3 18.1 16.0 31.6 37.0 28.6

CATs-ft-features ori † 23.7 18.7 49.5 16.3 37.3 20.8 14.6 47.1 17.7 32.5 30.3 15.2 22.4 22.6 20.2 15.4 34.7 37.7 26.8
PWarpC-CATs-ft-features ori 24.5 21.3 56.3 16.6 35.0 23.7 16.0 54.0 15.3 34.5 36.2 14.6 21.1 19.8 17.3 15.4 39.4 37.6 27.9

CATs ori † 22.5 15.0 41.9 14.0 34.2 19.5 14.1 40.7 13.8 24.9 24.2 13.6 17.2 16.8 13.6 13.1 27.9 27.1 22.1
PWarpC-CATs ori 24.2 14.9 44.5 14.4 34.4 21.0 15.2 44.4 13.6 27.6 26.1 14.0 17.4 16.2 15.5 12.9 31.1 28.2 23.3

SF-Net* ori 26.1 21.6 48.7 16.7 39.6 23.1 17.8 52.6 17.7 32.2 31.9 15.7 21.8 27.1 22.5 16.3 31.9 35.5 27.9
PWarpC-SF-Net* ori 33.8 28.3 56.1 18.6 38.9 30.4 20.5 56.3 19.3 36.8 32.4 18.4 28.9 26.1 23.4 18.6 42.2 53.1 32.5

NC-Net* ori 28.8 24.0 53.6 19.2 41.1 27.8 21.4 61.1 18.8 38.5 35.4 22.9 25.2 25.9 28.1 20.7 41.3 45.3 32.4
PWarpC-NC-Net* ori 40.1 31.0 65.5 23.4 43.1 29.4 21.9 61.8 21.4 41.2 39.2 28.1 32.0 30.8 30.0 22.5 43.9 58.2 37.1

Table 9. Per-class PCK (αbbox = 0.1) results on SPair-71K. All models in this table use ResNet101 as the backbone, and are trained
on the training set of PF-Pascal. S denotes strong supervision using keypoint match annotations, M refers to using ground-truth object
segmentation mask, U is fully unsupervised requiring only single images, and W refers to weakly-supervised with image-level class labels.
Each method evaluates with ground-truth annotations resized to a specific resolution. However, using different ground-truth resolutions
leads to slightly different results. We therefore use the standard setting of evaluating on the original resolution (ori). When needed, we
re-compute metrics of baselines using the provided pre-trained weights, indicated by †. For each of our PWarpC networks, we compare to
its corresponding baseline within the dashed-lines. Best and second best results are in red and blue respectively.

I.5. Detailed results when trained on PF-Pascal

For completeness, we provide the results per category on
the SPair-71K dataset in Tab. 9. All approaches are trained
on the PF-Pascal dataset. It corresponds to results provided
in Tab. 1 of the main paper.

I.6. Additional results on Caltech

Here, we additionally evaluate our approach on the Cal-
tech dataset.
Caltech-101 contains images depicting 101 diverse ob-
ject classes. Each image comes with a ground-truth fore-
ground object segmentation mask. Although originally in-
troduced for the image classification task, this dataset was
adopted for assessing semantic alignment. Particularly, the
predicted dense correspondences relating the target to the
source image are used to warp the ground-truth segmen-
tation mask of the source towards the target. The over-
lap between the warped source segmentation mask and the
ground-truth target segmentation mask is then measured,
and used as a proxy to assess the quality of the predicted
dense correspondences. We follow the standard set-up, ac-
cording to which the evaluation is performed on 1515 se-
mantically related image pairs, i.e. 15 pairs for each of the
101 object categories of the dataset. The semantic align-
ment is evaluated using two different metrics: the label
transfer accuracy (LT-ACC) and the intersection-over-union
(IoU). They both measure the overlap between the anno-
tated foreground object segmentation masks, with former
putting more emphasis on the background class and the lat-
ter on the foreground object.

Note that compared to other benchmarks described
above, the Caltech-101 dataset provides image pairs from
more diverse classes, enabling us to evaluate our method
under more general correspondence settings.

Results: In Tab. 10, we present results of semantic net-
works on the Caltech dataset. All approaches are trained on
the PF-Pascal dataset. For both weakly-supervised (W) and
strongly-supervised (S) approaches, our PWarpC networks
show significantly better performance than their respective
baselines. The only exception is our weakly-supervised
PWarpC-SF-Net, which obtains worse results than its base-
line SF-Net. This is because on Caltech-101, the evaluation
is conducted by warping the foreground mask of the source
image, according to the predicted dense flow or mapping. In
that case, a smooth flow is very beneficial. Baseline SF-Net
explicitly enforces smoothness of the predicted flow fields
as part of the training strategy [9], which explains its good
performance. On the other hand, we do not specifically en-
force any smoothness priors, which is why PWarpC-SF-Net
lacks in performance compared to SF-Net for this particular
dataset and evaluation. Nevertheless, on all other datasets
(see Tab. 1 of m.p.), where the metrics are based directly
on the predicted matches, our approach PWarpC-SF-Net
significantly outperforms baseline SF-Net. Moreover, our
PWarpC-DHPF sets a new state-of-the-art on Caltech-101
across all approaches, independently of their level of super-
vision.



Target Source PS←T (·|t) PS←T (ø|·)

Figure 5. Examples of the predicted probability distribution re-
lating the target to the source image, given a pixel location t (red
dot) in the target image. We also show the predicted unmatched
state for all pixels of the target image. Yellow and purple corre-
sponds respectively to values of 1 and 0. Here, we use our weakly-
supervised PWarpC-NC-Net for the predictions.

Sup. Methods Reso LT-ACC ↑ IoU ↑
S SCNetVGG16 [5] (from [17]) - 0.79 0.51

HPFres101 [17] ori 0.87 0.63
DHPFres101 [19] 240 0.87 0.62

CATsres101 [2] ori † 0.84 0.58
PWarpC-CATsres101 ori 0.85 0.60

CATs-ft-featuresres101 [2] ori † 0.84 0.59
PWarpC-CATs-ft-featuresres101 ori 0.86 0.60

DHPFres101 [19] ori † 0.87 0.62
PWarpC-DHPFres101 ori 0.88 0.64

NC-Net*res101 ori 0.81 0.54
PWarpC-NC-Net*res101 ori 0.87 0.62

SF-Net*res101 ori 0.85 0.59
PWarpC-SF-Net*res101 ori 0.87 0.62

U CNNGeores101 [20] (from [21]) - 0.83 0.61
A2Netres101 [24] - 0.80 0.57

M SF-Netres101 [9] ori † 0.87 0.64

W PWarpC-SF-Netres101 ori 0.86 0.61

WeakAlignres101 [21] 0.85 0.63
DHPFres101 [19] 240 0.86 0.61
DHPFres101 [19] ori † 0.87 0.63
NC-Netres101 [22] - 0.85 0.60

NC-Netres101 [22] ori † 0.85 0.58
PWarpC-NC-Netres101 ori 0.86 0.61

Table 10. State-of-the-art comparison on the Caltech-101 dataset.
All approaches are trained on the PF-Pascal dataset. S denotes
strong supervision using keypoint annotation, M refers to using
ground-truth object segmentation mask, U is fully unsupervised
requiring only single images, and W refers to weakly-supervised
with image-level class labels. Each method evaluates with ground-
truth annotations resized to a specific resolution. However, us-
ing different ground-truth resolutions leads to slightly different re-
sults. We therefore use the standard setting of evaluating on the
original resolution (ori) and gray the results computed at a differ-
ent size. When needed, we re-compute metrics of baselines using
the provided pre-trained weights, indicated by †. For each of our
PWarpC network, we compare to its corresponding baseline within
the dashed-lines. Best and second best results are in red and blue
respectively.

I.7. Qualitative results

In Fig. 6 and 7, we show example predictions of base-
line SF-Net compared to our weakly-supervised approach
PWarpC-SF-Net on the PF-Pascal, PF-Willow and SPair-
71K datasets. Similarly, we present example predictions
for NC-Net and PWarpC-NC-Net in Fig. 8-9. Our weakly-
supervised Probabilistic Warp Consistency approach finds
significantly more correct matches than the baseline in both
cases, for a variety of object classes.



Figure 6. Example predictions on PF-Pascal and PF-Willow, of baseline SF-Net [9] (left) compared to our weakly-supervised PWarpC-
SF-Net (right). Green and red line denotes correct and wrong predictions, respectively, with respect to the ground-truth.



Figure 7. Example predictions on SPair-71K, of baseline SF-Net [9] (left) compared to our weakly-supervised PWarpC-SF-Net (right).
Green and red line denotes correct and wrong predictions, respectively, with respect to the ground-truth.



Figure 8. Example predictions on PF-Pascal and PF-Willow, of baseline NC-Net [22] (left) compared to our weakly-supervised PWarpC-
NC-Net (right). Green and red line denotes correct and wrong predictions, respectively, with respect to the ground-truth.



Figure 9. Example predictions on SPair-71K, of baseline NC-Net [22] (left) compared to our weakly-supervised PWarpC-NC-Net (right).
Green and red line denotes correct and wrong predictions, respectively, with respect to the ground-truth.
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