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1. Overview
In this supplemental material, additional experimental details and results are provided, including:

• More details about network architecture(Section 2);

• More qualitative restoration comparisons with baselines (Section 3);

• User study results (Section 4);

• Video comparison results. Please refer to video.mp4.

2. Network Architecture
Table. 1 and Table. 2 show the employed architecture of RTN and discriminator D. We adopt Swin [4] as the transformer

block for better efficiency, where the features are projected into 128 and then back to 64 dimensions via MLPS. For each
convolution layer of D, we use spectrum normalization (SN) [5] to stabilize the adversarial training procedure.

MODULE LAYER KERNEL SIZE / STRIDE CHANNEL # NON-LINEARITY

Spatial RestorationR

2DConv 3× 3/(1, 1) 16→ 32 LeakyReLU(0.2)
2DConv 4× 4/(2, 2) 32→ 64 LeakyReLU(0.2)

Transformer×8 8× 8 / Local Attention 64→ 128→ 64 GELU

2DConv 3× 3/(1, 1) 64→ 64 LeakyReLU(0.2)
Bilinear Upsample – 64→ 64 –

2DConv 3× 3/(1, 1) 64→ 32 LeakyReLU(0.2)
2DConv 3× 3/(1, 1) 32→ 16 –

Temporal Fusion F

2DConv 3× 3/(1, 1) 3→ 16 LeakyReLU(0.2)
2DConv 3× 3/(1, 1) 32→ 8 LeakyReLU(0.2)
2DConv 3× 3/(1, 1) 8→ 4 LeakyReLU(0.2)
2DConv 3× 3/(1, 1) 4→ 1 sigmoid

Pixel Decoder D
2DConv 3× 3/(1, 1) 32→ 16 LeakyReLU(0.2)

2DConv ×3 3× 3/(1, 1) 16→ 16 LeakyReLU(0.2)
2DConv 3× 3/(1, 1) 16→ 3 tanH

Table 1. Detailed architecture of RTN.

3. Qualitative Comparisons
We further present the qualitative comparisons with BasicVSR [2] and Real-ESRGAN [6] in this section and Figure. 1.

BasicVSR [2], which leverage a recurrent architecture as well, have demonstrated great performance on video super-resolution.
Nonetheless, as mentioned in the main submission, unlike video super-resolution, which mainly focuses on the unstructured
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MODULE LAYER KERNEL SIZE / STRIDE OUTPUT CHANNEL NON-LINEARITY

Discriminator D

SN-3DConv 3× 5× 5/(1, 2, 2) 64 LeakyReLU(0.2)
SN-3DConv 3× 5× 5/(1, 2, 2) 128 LeakyReLU(0.2)
SN-3DConv 3× 5× 5/(1, 2, 2) 256 LeakyReLU(0.2)
SN-3DConv 3× 5× 5/(1, 2, 2) 256 LeakyReLU(0.2)
SN-3DConv 3× 5× 5/(1, 2, 2) 256 –

Table 2. Detailed discriminator D structure. SN: Spectral Normalization [5].

degradation, the mixed degradation issues make BasicVSR hard to generalize to old films, always leading to over-smoothed
results and leaving the contaminants unresolved. Recently, Real-ESRGAN [6] have shown great potentials for single real-world
image restoration. We extend it to video and further leverage TS [3] for temporal consistency. As shown in the third column of
Figure. 1, without appropriately using the temporal clues, Real-ESRGAN [6] is not able to render reasonable texture details
either. Compared with these baselines, our method, by contrast, could solve these degradations well and generate appealing
frames.

Input BasicVSR [2] Real-ESRGAN [6]+TS [3] Ours

Figure 1. Qualitative restoration comparisons with BasicVSR [2] and Real-ESRGAN [6] on real-world old films. Our method could handle
complicated degradations of old films. Zoom-in for more details.

4. User Study
To better evaluate the subjective old film restoration quality, we further conduct a user study to compare our method with

other baseline methods. Specifically, we randomly select 20 old films from the collected test set. For each old film, we use our
method and other baselines to restore it and then ask the participants to rank the six results from the highest one to the lowest
one, based on comprehensive inspections of various aspects, including video temporal coherence, texture sharpness, noise
degree, and scratch/dirt removal. We have collected the subject surveys from 25 participants and calculated the percentages of
each method being selected as top 1,2,3, whose statistics is shown in Figure. 2. Our method demonstrates clear superiorities



over other methods. More than 58% users pick us as the best restoration result, surpassing the second percentage 11.1% of
DeOldify [1] and BasicVSR [2] by a large margin.
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Figure 2. Results of user study.
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