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A. Contribution Review
General Incremental Setup: Unlike previous works, we
investigate a general case for CL (Fig. A.1). Our setup con-
siders the incremental classes of the disjoint setup and also
covers overlapped classes of the blurry setup. In a broad
sense, it offers a more common situation for the CL research
community on both classification and retrieval.
Backward Consistent Feature Space Learning: We pro-
pose a novel continual learner for visual search allowing ac-
quiring knowledge for unseen classes and making both the
previous and the current feature space comparable without
backfilling (i.e., re-extraction) of the previously processed
gallery images. We bridge this gap in three loss terms:

• An inter-session data coherence loss learns from the
history of all sessions by taking the extensible replayed
embedding as a free supervision signal for guidance.

• A neighbor-session model coherence loss preserves the
distance metric for the seen classes in both new and old
sessions; it leverages a revised triplet loss with a new
sampling strategy for distillation.

• An intra-session discrimination loss grasps knowledge
from the novel categories using pointwise metric learn-
ing without loss of flexibility.

An enlarged Fig. 2 of the main paper is provided for
a more precise illustration, as shown in Fig. A.2. In the
following, we complement more implementation details in
Section B and ablation studies in Section C.

B. Hyperparameter Details
As presented in Section 4.1 of the main paper, we show

the hyperparameter details as follows. We implement all
models with Pytorch [13] using NVIDIA V100 GPUs. To
control the embedding size, we insert the fully connected
layer with dimension 128 before the final softmax layer
given the network architecture. The full experiments on the
general incremental setup are shown in Tables C.1 and C.2.

* indicates corresponding author.
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Figure A.1. The widely adopted Disjoint setup (upper row) as-
sumes the image categories mutually disjoint among sessions. The
middle row shows the recent Blurry setup, where different sessions
allow overlapping classes but all the classes are given initially; ev-
ery session has a specific data distribution over the known classes.
The bottom row shows our General Incremental setup, where the
classes in a new session can be either old or novel.

B.1. Details on the Coarse-grained Datasets

The hyperparameters almost follow those in Rainbow [1]
but with different batch sizes for Tiny ImageNet. We train
ResNet-18 [6] over 256 epochs with the batch size of 16
and 64 for CIFAR100 and Tiny ImageNet, respectively. The
networks are optimized using SGD with an initial learning
rate of 0.03, a momentum of 0.9, and a weight decay of
0.0001. We adjust the learning rate in the range between
0.03 and 0.0003 by the cosine learning rate scheduler [10].
About data augmentation, training images from CIFAR100
are padded by 4 pixels on all borders and then preprocessed
through randomly cropping at 32×32, randomly horizontal
flipping followed by AutoAug [4]. For Tiny ImageNet, we
follow the similar augmentation process but use randomly
cropping at 64× 64 and RandAug [5] instead.
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Figure A.2. Overview of our CVS method for CL in General-Incremental setup with long-term backward embedding consistency. In
the current session j + 1, the training data of the session (together with the replayed data under a budget control) are used in the three
loss terms. In addition, the replayed embedding summarized from previous sessions 1 : j serves as historically concentrated attractors to
guide the inter-session data-coherence training; it acts as an extension of cross-batch memory [17, 18] to cross-session memory in CL. We
introduce a 2-sample-3-embedding strategy in a triplet for distillation learning across neighbor sessions to enforce the model coherence.
Note that we omit the replayed data to simplify the illustration. We use a L2-normalized embedding in classification [20] to provide the
intra-session discriminating capability, and normalized embedding is adopted in all three loss terms. Our approach is simple but effective
in all three CL setups, and we provide the first study on general-incremental setup in CL.

id2607 
inshop 

odocoileus 

virginianus 
odocoileus 

hemionus 
basset beagle id2607 

consumer 
id2616 

consumer 
id2616 

inshop 

Figure A.3. Sample images of fine-grained datasets. The first pair is from Stanford Dog, the latter pair is from iNaturalist 2017, and the
final four images are from Product-10K.

B.2. Details on the Fine-grained Datasets

Some fine-grained samples (Stanford Dog, iNat-M, and
Product-M datasets) are shown in Fig. A.3. They have
only subtle changes between classes and are more demand-
ing for retrieval. Following similar experimental settings
mentioned in [11,15], we finetune the ImageNet-pretrained
ResNet-50 for 100 epochs using SGD with a small fixed
learning rate of 0.0001. The batch size is 64 by default
but 32 for Product-M. We follow [15] to preprocess the
training images by randomly resizing and cropping them to
224× 224 with random horizontal flipping. At testing time,
we emphasize the object by central cropping of 224 × 224
from the 256× 256 resized image for feature extraction.

B.3. Reimplementation details

We re-implement the LWF [9], MMD [2], and BCT [16]
in our experiments. All loss terms are equal weighting to
meet the balance between previously learned information
and new knowledge. For MMD, the maximum mean dis-
crepancy loss is solely used for blurry setup, and an ad-
ditional knowledge distillation loss is applied to the novel
class data according to the original definition under the dis-
joint and general-incremental setups. For BCT, we make
some modifications to suit for different setups as it is not a
CL solution and requires all old class samples collected so
far. We use all the old samples from the seen classes for
the blurry and general-incremental setups, and employ the
replayed data mined by iCaRL [14] for the disjoint setup.
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Figure A.4. Qualitative comparison of the top-4 results using our method (CVS) and Finetune on the Product-M dataset. The correct and
incorrect matches are highlighted in green and red, respectively.

B.4. Qualitative Study

We demonstrate some qualitative results in Fig. A.4. Our
method maintains the backward consistency and captures
fine-grained characteristics of the particular object. E.g., the
first row shows that our method can retrieve visually similar
bottles, but Fine-tune yields the results with perturbation.

C. Ablation study on different losses for
neighbor-session model coherence

As referenced in Section 4.3 of the main paper, we pro-
vide a complete experiment result as follows.
Comparisons to Other Embedding Distillations: We per-
form an in-depth analysis of different metric losses for the
loss term Lm

j;j+1, as shown in Table 3. Dark Knowledge [8]
minimizes the KL divergence on the classifier side. Ab-
solute MLKD [19] performs distillation at the penultimate
layer output. By estimating relational structural information
given a mini-batch, RKD [12] reduces the Huber loss using

pairwise euclidean distance difference between two mod-
els (i.e., Distancewise RKD) and angle from three points
(i.e., Anglewise RKD). Following the same spirit, Relative
MLKD [19] uses the difference of Frobenius norm instead,
and DarkRank [3] re-estimates the similarity ranks using
listwise relationships. Except for Dark Knowledge, we use
their official Github implementation for fair comparisons.
We tune hyperparameter α at {1, 10} for the best AR@1
value at the validation phase for importance weighting. As
can be seen in Table C.3, our method provides the most fa-
vorable results at AR@k when k is small (1 or 2) on all
setups, and only slightly inferior to Relative MLKD and
DarkRank at AR@4 on the blurry and general-incremental
setups, respectively.



Comparisons to Other Sample Mining Strategy: We ex-
amine different mining techniques because Lm

j;j+1 is com-
puted based on the sampled triplets. Instead of our eas-
iest positive mining, we use the hardest positive mining
(i.e., BatchHard, a hardest-positive-hardest-negative on-
line mining strategy mentioned in [7]) for fair comparisons
(Table. C.4). We implement BatchHard with a balanced
batch sampler to enforce each batch containing at least
two samples per class for forming sufficient valid triplets.
Unfortunately, BatchHard obtains the worst result or even
lower than the one with Lm

j;j+1 disabled. We attribute this
result to the misleading guidance due to a large variation
between feature spaces; thus, mining triplets according to
the cross-session distance is unreliable. On the other hand,
our strategy gains the best result by forming the positive
samples using the outputs from two models without explicit
mining. Therefore, our triplet mining design is simple but
effective, and easy to implement.

D. More Technical Analysis

Results with different memory budgets: The experiment
about the influence of the buffer size is provided in Ta-
ble. C.5. We observe that CVS consistently beats other
replay-based methods on AR@1 using half the budget un-
der the general-incremental setup.
Multiple run results: We present the results of averaging 3
runs on all selected datasets. With Table. C.6, most methods
show no significant deviation (< 1%) except for RWalk in
Tiny ImageNet. But, this doesn’t change any conclusions in
our main paper.
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CIFAR100 Tiny ImageNet Dog iNat-M Product-M
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

Joint Train 81.97 84.6 86.82 47.45 51.94 55.99 86.98 91.08 93.99 75.85 79.97 83.65 79.36 83.83 87.73
Finetune 60.79 64.73 68.14 31.11 35.87 40.8 82.7 88.32 92.23 67.75 72.68 77 70.99 76.26 81.16
BCT 58.31 62.2 65.66 30.17 34.64 39.29 81.73 87.49 91.55 67.34 72.07 75.99 70.48 75.67 80.47
LWF 65.53 70.91 75.31 32.22 38.23 44.56 83.25 89.29 93.04 68.51 73.71 78.12 72.95 78.38 83.1
MMD 65.51 70.22 74.33 33.35 38.21 43.06 83.2 88.98 92.71 68.58 73.48 77.79 72.89 78.21 82.96
EWC 60.89 64.86 68.2 27.86 32.67 37.78 81.64 88.7 92.82 66.3 71.4 75.82 66.01 72.53 78.24
RWalk 69.9 73.37 76.39 33.83 38.43 42.97 82.41 88.31 92.43 68.77 73.82 78.16 68.71 74.64 80.13
Rainbow 68.4 71.56 74.2 37.53 41.64 45.44 82.78 89.04 93.23 68.68 73.22 77.21 69.39 75.19 80.34
Ours (CVS) 73.95 76.73 78.84 38.78 42.38 45.89 84.71 89.4 92.61 72.57 76.39 79.87 75.47 80.36 84.68
CVS w/o replay 67.61 71.3 74.39 36.39 40.32 44.2 83.51 88.96 92.45 71.31 75.25 78.56 74.19 78.95 83.27

Table C.1. Results on our general incremental setup. The champion is highlighted in bold and the runner-up is underlined in red.

CIFAR100 Tiny ImageNet Dog iNat-M Product-M
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

CVS: Lc + Lm + Ld 73.95 76.73 78.74 38.78 42.38 45.89 84.71 89.4 92.61 72.57 76.39 79.87 75.47 80.36 84.68
CVS w/o replay 67.61 71.3 74.39 36.39 40.32 44.2 83.51 88.96 92.45 71.31 75.25 78.56 74.19 78.95 83.27
Lc + Ld 72.16 74.67 76.7 38.4 41.22 43.87 84.37 89.07 92.46 72.61 76.27 79.45 75.6 80.27 84.33
Lc + Ld w/o replay 64.5 68.12 71.14 32.82 36.2 39.55 83.29 88.77 92.38 70.94 74.62 77.86 73.96 78.69 83.02
Lc + Lm 63.79 68.13 72.02 32.1 37.15 42.78 82.65 88.43 92.29 67.79 72.64 76.97 71.77 76.92 81.78
Lc 60.79 64.73 68.14 31.11 35.87 40.8 82.7 88.32 92.23 67.75 72.68 77 70.99 76.26 81.16

Table C.2. Ablation results on our general incremental setup. The champion is highlighted in bold and the runner-up is underlined in red.

Disjoint Blurry General
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

None 69.85 72.67 74.58 44.33 46.14 47.72 72.16 74.67 76.7
Dark Knowledge 69.41 73.09 76.05 45.89 47.76 49.5 73.18 76.34 78.68
Absolute MLKD 66.04 70.36 74.27 46.9 48.89 50.77 72.43 75.72 78.47
Relative MLKD 66.64 71.2 75.35 44.1 48.25 52.33 70.91 75.19 78.92
Anglewise RKD 70.45 72.65 74.67 45.07 46.99 48.67 72.65 74.67 76.33
Distancewise RKD 70.1 72.29 74.11 45.09 47.01 48.81 72.83 75.17 77.14
Hard DarkRank 66.45 71.03 75.11 44.8 48.2 51.35 72.33 76.15 79.56
Ours (CVS) 71.47 74.8 77.51 47.47 49.86 52.17 73.95 76.73 78.84

Table C.3. Replace Lm
j;j+1 with different metric distillation losses on CIFAR100. None disables Lm

j;j+1 for a simple baseline.

Disjoint Blurry General
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

None 69.85 72.67 74.58 44.33 46.14 47.72 72.16 74.67 76.7
BatchHard 60.83 63.91 66.67 39.24 42.59 45.7 68.1 71.02 73.35
Ours (CVS) 71.47 74.8 77.51 47.47 49.86 52.17 73.95 76.73 78.84

Table C.4. Compute Lm
j;j+1 with different mining strategies on CIFAR100.

CIFAR100 Tiny ImageNet
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

RWalk (0.5× budget) 66.9 70.32 73.59 31.42 36.39 41.41
Rainbow (0.5× budget) 65.21 69.33 72.85 34.78 39.8 44.83

CVS (0.5× budget) 71.99 74.94 77.25 37.72 41.58 45.59
RWalk (1× budget) 69.9 73.37 76.39 33.83 38.43 42.97

Rainbow (1× budget) 68.4 71.56 74.2 37.53 41.64 45.44
CVS (1× budget) 73.95 76.73 78.84 38.78 42.38 45.89

Table C.5. Results with different memory budgets on our general incremental setup. 1× budget represents the continual learner with a
memory buffer size of 2000 samples in CIFAR100 and 4000 samples in TinyImageNet. 0.5× indicates using half the budget.

CIFAR100 Tiny ImageNet Dog iNat-M Product-M
AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4 AR@1 AR@2 AR@4

BCT 58.01±0.26 62.13±0.12 65.84±0.17 30.11±0.43 34.89±0.36 39.72±0.51 81.77±0.07 87.33±0.23 91.34±0.24 67.17±0.31 71.88±0.22 75.95±0.16 70.55±0.1 75.83±0.17 80.67±0.4
LWF 65.39±0.24 70.6±0.36 75.06±0.29 32.17±0.59 38.3±0.41 44.81±0.26 83.45±0.33 89.19±0.21 93.01±0.15 68.34±0.3 73.71±0.04 78.2±0.07 73.11±0.14 78.42±0.04 83.01±0.19
MMD 65.15±0.32 69.98±0.22 74.18±0.21 33.3±0.3 38.47±0.27 43.57±0.46 83.53±0.32 89.01±0.15 92.65±0.06 68.63±0.31 73.6±0.26 77.85±0.06 72.81±0.27 78.16±0.17 82.84±0.23
EWC 60.9±0.14 65.1±0.55 68.76±0.92 28.01±0.88 33.21±0.66 38.55±0.66 82.17±0.77 89.1±0.68 93.21±0.54 66.18±0.1 71.53±0.12 76.02±0.17 66.33±0.28 72.53±0.04 78.04±0.17
RWalk 69.69±0.27 73.16±0.19 76.23±0.14 34.05±1.17 38.77±1.07 43.48±0.98 82.53±0.27 88.67±0.33 92.81±0.34 68.85±0.17 73.9±0.11 78.15±0.05 69.05±0.31 74.45±0.18 79.36±0.67

Rainbow 68.18±0.2 71.32±0.27 73.96±0.23 37.47±0.51 41.86±0.38 45.89±0.44 83.06±0.29 89.1±0.1 93.15±0.09 68.85±0.17 73.43±0.33 77.41±0.36 69.66±0.25 74.91±0.3 79.76±0.56
Ours (CVS) 73.81±0.15 76.48±0.26 78.58±0.27 38.56±0.33 42.03±0.07 46.01±0.23 84.64±0.07 89.5±0.09 92.85±0.21 72.7±0.13 76.47±0.13 79.74±0.23 75.77±0.35 80.49±0.21 84.7±0.19

Table C.6. Average results of 3 runs on our general incremental setup.


