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Figure 1. The detailed architecture of the coordinate generator G.

1. Architecture of the Coordinate Generator

In Figure 1, we give a detailed illustration of the co-
ordinate generator G, which was not presented in our
manuscript due to the limitation of paper length. In vanilla
conditional GANs [1], z is fused with the condition by con-
volution layers or fully connected layers. In our task, we
employ an RNN encoder whose initial state is set as z, to
encode the condition input f c. By this means, the latent
noise z is fused into each position of the intermediate fea-
tures fm, which are further utilized to predict the coordi-
nates p̂.

2. More Synthesis Results

In Figure 2, we show more synthesis results of our
model, demonstrating that our synthesized results are vi-
sually pleasing and possess diverse styles at the same time.
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3. More Ablation Results

In our manuscript, we mentioned that the synthesized
layouts usually do not conform with the text semantics if
we do not encode the text linguistics information as inputs,
e.g., starting a new line that breaks a token. It can be some-
how verified by Figure 8 in our manuscript, where the lay-
out for one text is not suitable for another text with the same
font. In Figure 3, we demonstrate more results to prove this
claim. When the text information is not exploited, the to-
kens “强大” and “脚尖” are split into two lines, which does
not conform to the design rules. Besides, the sizes of the
characters “如” and “果” in a token are dramatically differ-
ent, which affects the readability of synthesized results.

4. Visualization of Latent Space

We visualize the latent space of z ∈ R128 by PCA (Prin-
cipal Component Analysis), and the results are shown in
Figure 4. Specifically, for each case in the testing dataset
(about 300 examples), we randomly sample the latent code
10 times to generate different layouts. Afterwards, we per-
form PCA on the 300× 10 vectors to reduce the dimension
of them and annotate some of them on a 2D space. We can
find that similar layouts are located closer while dissimilar
layouts are located farther away. For example, (1) vertical
layouts (B2, C2, H2, E3) tend to locate in the left parts;
(2) horizontal layouts (A1-E1, H1, G2) tend to locate in the
centre and upper parts; (3) multi-line layouts (A2, D2, E2,
F2) tend to locate in the bottom-right parts; (4) irregular
layouts (F1, G1) tend to locate in the borders of distribu-
tion. The latent noise z is orthogonal to the length of input,
For example, the lengths of B2, C2 and H2 are different but
they present the same layout style (vertical), which verifies
the effectiveness of our model design in Figure 1. Through
the visualization method, we can guide the designers to ex-
plore the latent space for selecting their favorite layouts.
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Figure 2. More synthesis results of our network. “GT” denotes ground truth (human-designed).
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Figure 3. Ablation results of encoding text linguistic information
(“Enc Text”). ’/’ is the symbol for splitting tokens.

5. Font Generation

We adapt the network proposed by [2] to synthesize new
fonts and predicting their attributes simultaneously. We col-
lect 400 fonts and their attribute annotations (one-hot) from
Internet. The network architecture of font generation is
shown in Figure 5, where a font style latent space is learnt
and we can sample from it to generate new fonts and derive
the corresponding font attributes.
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Figure 4. The visualization results of the latent noise z. The boxes
annotated with the same starting letter (e.g., A1, A2 or E1, E2, E3)
denote the different synthesized layouts for the same input content.
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Figure 5. Synthesizing Chinese fonts with attribute predictions.
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