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1. Introduction
In this document, we present supplementary materials

about ablation studies omitted from the main paper. In
Sec. 2, the contribution of our proposed SeTE module is
demonstrated in detail. In Sec. 3, detailed discussion on the
toy example is presented.

2. Contribution of SeTE
In our main paper, we propose a spatial-enhanced tempo-

ral encoder (SeTE) to capture motion clues with the features
of non-adjacent frames. As shown in Fig. 1b, we first ap-
ply a convolution layer with kernel size 2 × 3 × 3 on the
first and last frames. Then the same layer is applied on the
second and penultimate frames. After that a 3×3×3 convo-
lution layer is applied to handle the generated feature maps
together with the middle frame to capture the global feature.

Traditional temporal encoder (TTE) is usually built up
with two stacked 3× 3× 3 convolution layers [1,2], which
is applied to extract the global features of adjacent frames
first and then merge them together, as shown in Fig. 1a.

We apply TTE and SeTE separately in our BE-STI
framework to perform motion prediction. The performance
of these two modules is shown in Tab. 1. As we can see,
the proposed SeTE outperforms TTE by a large margin.
Specifically, SeTE can reduce the mean prediction error
by 0.0136m and 0.0020m for fast and slow moving ob-
jects, respectively. The experimental results show that SeTE
contributes a lot to the motion prediction task and further
demonstrate the effectiveness of spatial distinct features of
non-adjacent frames.

3. Toy Example
To intuitively show the influence of semantic informa-

tion on motion prediction, we present a toy example in
our main paper, where we feed MotionNet [2] with addi-
tional semantic segmentation ground truth together with the
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Figure 1. Comparison between traditional temporal encoder (TTE)
and our proposed spatial-enhanced temporal encoder (SeTE).

pseudo-images as input. Since it is hard to say whether
the semantic information contributes to the motion task or
the additional information makes the whole task easier, we
try to answer this question by conducting additional exper-
iments here. Considering that if the motion prediction task
becomes easier with additional semantic information input,
even the parameter number is slightly reduced, we can still
achieve comparable performance with the full model. On
the contrary, we can say the task is still hard while it bene-
fits from the semantic information.

We conduct four tests on MotionNet [2] with different
input and parameter numbers: (a) full model of MotionNet
without additional input; (b) full model of MotionNet with
additional semantic segmentation ground truth input; (c)
MotionNet with 75% parameters and semantic segmenta-
tion ground truth input; (d) MotionNet with 50% parameters
and semantic segmentation ground truth input. The perfor-
mance of these four models is shown in Tab. 2. Comparing
(b) with (a), we can see that with additional semantic infor-
mation input, the motion prediction error of MotionNet [2]
can be greatly reduced. Comparing (c), (d) with (b), the
mean prediction error is increased by 0.027m and 0.0893m
for fast moving objects when we reduce the parameters to
75% and 50%, respectively. Thus we can conclude that the
motion prediction task itself is still hard with additional se-



Module
Static Speed ≤ 5 m / s Speed > 5 m / s

Mean ↓ Median ↓ Mean ↓ Median ↓ Mean ↓ Median ↓
TTE 0.0242 0 0.2395 0.0952 0.9214 0.6147
TeSE 0.0244 0 0.2375 0.0950 0.9078 0.6262

Table 1. Performance comparison of traditional temporal encoder and spatial-enhanced temporal encoder on motion prediction.

Method Model Parameters
Static Speed ≤ 5 m / s Speed > 5 m / s

Mean ↓ Median ↓ Mean ↓ Median ↓ Mean ↓ Median ↓
(a) MotionNet [2] 100% 0.0201 0 0.2292 0.0952 0.9454 0.6180
(b) MotionNet+ GTseg 100% 0.0015 0 0.2139 0.0944 0.7990 0.6160
(c) MotionNet+ GTseg 75% 0.0038 0 0.2141 0.0950 0.8260 0.6316
(d) MotionNet+ GTseg 50% 0.0037 0 0.2392 0.0957 0.8883 0.6696

Table 2. Performance of MotionNet [2] with different input data and parameter numbers.

mantic information input, while the performance improve-
ment demonstrates that the semantic understanding of the
scene can benefit motion prediction task.
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