
A. Details on Pretrained Tokenizers
In this paper, we use the visual tokenizer of a pretrained

image VQ-VAE from [2, 6], which is also called discrete
VAE [6]. For DALL-E [6], the tokenizer of the VQ-VAE is
trained to transform each 256 × 256 image into a 32 × 32
image token map according to a visual codebook, while the
decoder of the VQ-VAE is trained to reconstruct each input
image from its tokens. The vocabulary size of the visual
tokens is 8192.

B. The Influence of Loss Weight λ
In our experiments, we simply set loss weight λ = 1. We

also test its sensitivity on three video recognition datasets.
As shown in Table 1, the performance on all downstream
tasks is not sensitive to λ.

λ SSV2 DIVING48 K400

0.5 70.7 86.3 80.6
1.0 70.6 86.7 80.6
2.0 70.7 86.4 80.7

Table 1. Performance sensitivity of loss weight λ.

C. The Initialization of Video Stream
In BEVT, we initialize the video stream with the weights

of IN-1k pretrained on the image stream before perform-
ing two-stream joint pretraining. Following the method in
[4], we initialize the 3D patch embedding layer by dupli-
cating the weights of 2D patch embedding layers and then
multiplying the whole matrix by the reciprocal of tempo-
ral kernel size (i.e., keeping the mean and variance of the
output unchanged). The 3D relative positional bias is ini-
tialized by duplicating the 2D version. Since the weights of
self-attention modules are irrelevant to the input sequence
length, we initialize the remaining layer weights directly
from the image transformer.

D. Implementation Details for Downstream
Tasks

For downstream tasks, we finetune the pretrained Video
Swin models for 60 epochs with a batch size of 64 and the
clip length is 32. We use the AdamW [5] optimizer with a
linear warm-up and a cosine learning rate schedule for both
pretraining and finetuning.

E. Implementation Details for Pretraining and
Finetuning TimeSformer

In the ablation study, we also instantiate the BEVT
framework with TimeSformer [1]. In contrast to Video

Swin Transformer, TimeSformer is extended from the
ViT [3] architecture, so the length of the token sequence
is not down-sampled. Therefore, we do not need any up-
sampling modules and directly employ a softmax-based lin-
ear classifier as the BEVT decoder. The pretraining setting
of TimeSformer is the same as that of Video Swin. For
downstream tasks, we finetune the pretrained TimeSformer
for 30 epochs on K400 and Diving48, and 15 epochs on
SSv2. For both pretraining and finetuning, the input clip
length of TimeSformer is 8 (we do not use TimeSformer-
L or TimeSformer-HR here). We use the AdamW [5] op-
timizer with a linear warm-up and a cosine learning rate
schedule. During inference, following [1], we only use 3
views (3 spatial crops).
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