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Figure 1. Continuous manipulation results. Our method supports
editing both the shape and appearance with a single text prompt or
an exemplar by continuously editing the shape and appearance.

1. Extended Discussions
Continuous Manipulation. Our method supports edit-

ing both shape and appearance, given a single text prompt or
an examplar. This can be achieved by continuously editing
the shape and appearance, i.e., first editing the shape and
then editing the color and vice versa. We show results in
Fig. 1. This provides a user-friendly way for editing when
users want to edit both the shape and appearance indicated
by a single text description or an exemplar.

Fine-grained appearance manipulation within a same
color category. Though our method cannot handle fine-
grained local parts shape and appearance edits as stated in

*† Jing Liao is the corresponding author. Our project page is https:
//cassiepython.github.io/clipnerf/
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Figure 2. Fine-grained appearance manipulation results within a
same color category.

the limitation, it supports fine-grained appearance manip-
ulation at a whole object level, as shown in Fig. 2. Our
method enjoys achieving various editing results within a
same color category. Without loss of generality, we show
various editing results related to the color blue.

Scaling along Editing Direction. From equation 1,
our code mappers provide manipulation directions Δzs =(Êt(t)

)
and Δza = Ma

(Êt(t)
)

in the latent space for shape
and appearance editing. We can scale along the editing di-
rection to obtain gradually editing results through the fol-
lowing equation:

zs = s×Δzs + z′
s,

za = s×Δza + z′
a,

(1)

where s is the scalar. This scaled scheme also supports di-
rections learned from examplars. We show scaled manip-
ulation results in Fig. 3. The manipulation effect becomes
stronger as the scalar s increases.

Interpolation. As shown in Fig. 4, the shape and appear-
ance latent space supports interpolation between two latent
codes z1 = (z1

s , z
1
a) and z2 = (z2

s , z
2
a). Given an interpo-

lation ratio r, we define the interpolated latent code zinter
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Figure 3. Editing results of moving along the Δzs and Δza directions. The shape and appearance codes of the source are updated by
adding s ∗Δzs and s ∗Δza, while s is a scalar ranging from 0 to 1.6 with a step 0.2.

as zinter = z2 × r + z1 × (1− r), while r ranges from 0
to 1.0 with a step 0.1. Then we can obtain the interpolated
result using zinter.

Necessity of latent space. Our method performs shape
and appearance edits on the latent space of a conditional
NeRF model with our designed CLIP constraints. A ques-
tion arises whether the latent space is necessary, i.e., is it
possible to edit the shape and appearance of a single NeRF
model [2] directly rather than a conditional NeRF? We first
evaluate our designed CLIP loss on appearance editing in
Fig. 5. Given a pre-trained NeRF model on the LLFF
dataset [1], we fix the density-related layers and finetune the
color-related layers of NeRF with our CLIP loss. We also
use the patch-based ray samplar while calculating our CLIP
loss. Our CLIP constraint succeeds in editing the color of a
single NeRF model without any ground truth. However, we

fail to achieve satisfying results while editing the shape of a
single NeRF with our deformation network conditioned by
a text prompt. This may be because the CLIP loss is still not
strong and compact enough to deform the shape without the
latent space constraint. We think it is an interesting problem
to explore in the future.

2. Supplementary Video

We provide a supplementary video with a real-time demo
and more visual results rendered in multiple views. We
highly recommend watching our supplementary video to
observe the user-friendliness and view-consistency that our
method can achieve in both shape and color editing.
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Figure 4. Interpolations in the latent space. The leftmost and rightmost ones are the inputs. And interpolation ratios are shown at the top.
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Figure 5. Single NeRF appearance editing results with our designed CLIP loss. NeRF models are trained on LLFF dataset [1].
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