
Supplementary Material for
NeuralHDHair: Automatic High-fidelity Hair Modeling from a Single Image

Using Implicit Neural Representations

A. Implementation Details
The image encoder of the coarse module contains 5

downsampling layers and 4 upsampling layers with (32,
64, 128, 256, 256) and (256, 128, 64, 32) feature chan-
nels, respectively, where skip connections are added be-
tween them to capture more information. Note that our skip
connections utilize the implicit toVoxel module to expand
the 2D features to 3D (e.g., 8 × 8 to 6 × 8 × 8, 16 × 16 to
12 × 16 × 16). Finally, the size of the output voxel-wise
latent code is 96×128×128×64. The MLP for the coarse
module has (65, 256, 128, 64, 3) and (65, 256, 128, 64,
1) neurons for the orientation field and the occupancy field,
respectively. Here the output of the second layer is concate-
nated with the local features as well as depth z before be-
ing fed into fine module’s MLP. Thus, the MLP for the fine
module has (289, 512, 256, 128, 64, 3) neurons to refine the
orientation field and (289, 512, 256, 128, 64, 1) neurons to
refine the occupancy field. The coarse module is pre-trained
with the 2D orientation map resized to 256× 256 while the
fine module is trained with the luminance map resized to
1024 × 1024. The GrowingNet is composed of an encoder
and a decoder. The encoder E contains several downsam-
plings with output channels (3, 16, 32, 64, 128) to compress
the local patch into a latent code, and the decoder D is an
MLP with the number of neurons of (131, 128, 64, 32, 3).
Our IRHairNet and GrowingNet are implemented using the
PyTorch framework and trained with the Adam optimizer
for 2-3 days and 1 day, respectively. Our learning rate is
0.0001, and it decays every 20 epochs.

B. More comparisons
To better compare and demonstrate the effectiveness of

our method, we compared with Dynamic Hair [2] and PI-
FuHD [1] on large-scale test data using some quantitative
metrics similar to [2] and conducted a user study as shown
in Tab. 1. We use precision for occupancy field while the L2
error for orientation field on synthetic data. We calculate the
L1 error between the projection of the growth direction of
each point on the strand with the 2D orientation to measure
the model’s performance on the real data. Our user study

involved 38 users and 25 test cases, and 65.67% chose our
reconstruction as the best results.

Method Synthetic data Real data
Precision(%) L2 L1 User study(%)

PIFuHD 71.08 0.1543 0.2662 14.95
Dynamic Hair 73.14 0.1293 0.2091 19.38

Ours 76.36 0.1040 0.1458 65.67

Table 1. Quantitative comparison and a user study.

Figure 1. More qualitative comparison with Dynamic Hair [2] and
PIFuHD [1].



In addition, as shown in Fig. 1, we also demonstrate
more qualitative comparative examples to prove that our
method achieves the SOTA.
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