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1. Details of the testing datasets
The following four widely-used datasets are adopted for

the performance evaluations.
DSO [2]: This dataset is formed by 100 skillfully-forged

images, with the resolution of 2048×1536. To improve the
photorealism, these forged images undergo a series of post-
processing, e.g., adjustments of color and illumination.

Columbia [5]: This dataset provides 160 splicing forg-
eries, where the source images are captured by four differ-
ent cameras. These forged images are uncompressed and
of high quality, with resolutions ranging from 757× 568 to
1152× 768.

NIST [1]: This dataset contains 564 high-resolution
forgeries that are manipulated by commonly used tamper-
ing operations, e.g., splicing, removal and copy-move, and
post-processing with unknown editing software. The reso-
lutions of the forgeries range from 500×500 to 5616×3744.

CASIA [4]: This dataset has 920 forgeries created by
splicing with Adobe Photoshop CS3 version 10.0.1 on Win-
dows XP. All images are resized to 384 × 256 and are in
JPEG format.

To better evaluate the robustness of our proposed model
against the transmission over OSNs, we utilize three most
popular platforms, namely, Facebook, Weibo and Wechat,
to further process the aforementioned testing datasets.
Tab. 1 presents some basic impact of different OSNs on up-
loaded images, e.g., Facebook retains the smallest compres-
sion while Wechat has the largest.

2. Implementation details
The proposed method is implemented using the PyTorch

deep learning framework and adopting the Adam [6] with
default parameters as the optimizer. The batch size is set
to 32 and every epoch contains 312 batches. We train the
network with an initial learning rate 1e-4, and halve it if
the evaluation criteria fail to increase for 5 epochs until the
convergence. All the images used in the training phase are
cropped to 256 × 256, while there is no size limit for the
testing phase.

OSNs Max. Resolution Avg. Size Comp. Ratio
- 5616× 3744 2489 KB 0.00%
Facebook 2048× 1536 420 KB 83.13%
Weibo 1620× 1080 195 KB 92.17%
Wechat 1440× 1080 151 KB 93.93%

Table 1. Impact of different OSNs on dataset NIST [1].

3. Additional qualitative comparisons
More comparisons are given in Figs. 1-3.
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Figure 1. Qualitative comparisons for detecting the OSN-transmitted forgeries. For each row, the images from left to right are forgery
(input), ground-truth, detection result (output) generated by MT-Net [8], NoiPri [3], ForSim [7], DFCN [9] and ours. The forgeries in
each group from top to bottom are the cases without OSN transmission, and with Facebook, Weibo and Wechat transmissions, respectively.



Figure 2. Qualitative comparisons for detecting the OSN-transmitted forgeries. For each row, the images from left to right are forgery
(input), ground-truth, detection result (output) generated by MT-Net [8], NoiPri [3], ForSim [7], DFCN [9] and ours. The forgeries in
each group from top to bottom are the cases without OSN transmission, and with Facebook, Weibo and Wechat transmissions, respectively.



Figure 3. Qualitative comparisons for detecting the OSN-transmitted forgeries. For each row, the images from left to right are forgery
(input), ground-truth, detection result (output) generated by MT-Net [8], NoiPri [3], ForSim [7], DFCN [9] and ours. The forgeries in
each group from top to bottom are the cases without OSN transmission, and with Facebook, Weibo and Wechat transmissions, respectively.


