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A. Appendix

A.1. Training Details.

C2AM in WSOL. The input images are resized to
256×256 and then augmented by random cropping to
224×224. Horizontal flipping is also used for training
data augmentation. SGD is adopted as the default opti-
mizer. The learning rate, momentum, and weight decay
are set to 0.0001, 0.9, and 0.0001, respectively. The co-
sine annealing policy is applied to schedule learning rate.
The default batch size for training on CUB-200-2011 and
ImageNet-1K datasets are 16 and 256, respectively. The
models are trained for 20 and 5 epochs on CUB-200-2011
and ImageNet-1K datasets. The default α is 0.05. Follow-
ing [9], the input images are resized to 448×448 to extract
class-agnostic bounding boxes as pseudo labels.

C2AM in WSSS. Following the common protocol in
previous studies, we use an augmented training set of
10,582 images to train C2AM on PASCAL VOC2012
dataset. The input images are first resized to 512×512 and
then augmented by random cropping to 448×448 and hor-
izontal flipping. SGD is adopted as the default optimizer.
The learning rate, momentum, and weight decay are set to
0.0001, 0.9, and 0.0001, respectively. The cosine annealing
policy is applied to schedule learning rate and batch size
is 128. The default α is set to 0.25. In inference, a sin-
gle image is flipped and resized with four different scales,
e.g., {0.5,, 1.0, 1.5, 2.0}. The final class-agnostic activa-
tion maps are created by adding the activation maps of those
eight images and normalizing them to [0, 1].

All models are implemented in PyTorch [7] and trained
on NVIDIA A100 GPU with 40 GB memory or NVIDIA
TESLA V100 with 32 GB memory.
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Table 1. Semantic segmentation performance (mIoU(%)) using
different batch size. ††: moco is adopted to initialize the backbone
network h(·) of C2AM.

Method
Batch size

32 64 128 256

PSA CVPR’18 [1] + C2AM†† 63.7 64.4 65.5 64.1
SC-CAM CVPR’20 [2] + C2AM†† 64.0 64.9 66.0 64.8
SEAM CVPR’20 [8] + C2AM†† 61.9 62.8 63.9 63.4
PuzzleCAM ICIP’21 [3] + C2AM†† 63.5 64.3 65.5 64.6
AdvCAM CVPR’21 [5] + C2AM†† 63.4 64.5 65.4 64.8

A.2. Details of Background Cues Generation

As shown in the second row of Figure 1, while the pre-
dicted foreground activation maps can completely cover the
foreground object regions, the estimated boundary of ob-
jects is still coarse. To address this issue, we apply dense
CRF [4] to the foreground activation maps to refine the es-
timated boundary. It can be obviously seen in the third
row that, the quality of estimated boundary, e.g., the feet
of the goat and the edge of the boat, has been greatly im-
proved. The background cues (shown in the third row) can
be obtained in this way. However, it can be observed that
applying dense CRF also introduces noises. To solve this
problem, we use the background cues as pseudo masks to
further train a model for better background cue predictions.
As shown in the fourth row, the prediction of background
from a trained model is more smooth and correct than that
in the third row. Training details can be found in the open
repository1 of [6].

A.3. Additional Analysis

Effects of batch size. We vary the training batch size
from 32 to 256 and show that, with a default α, an appropri-
ate batch size gives us an appropriate number of confident

1https://github.com/backseason/PoolNet
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Figure 1. Illustration of the variation from class-agnostic maps to background cues. Best viewed in color.
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Figure 2. Visualization of the class-agnostic activation maps generated by C2AM on PASCAL VOC2012 dataset. The images include
classes of bird, person, airplane, train, cow, horse, and motor. Best viewed in color.



Figure 3. Failure cases in ImageNet-1K dataset.
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Figure 4. Failure cases in PASCAL VOC2012 dataset.

positive pairs, which leads to a better performance. The ex-
periment is conducted on PASCAL VOC2012 dataset and
the results are presented in Table 1. C2AM trained with
a batch size of 128 produced the best improvement over
all of the WSSS methods in the table. When varying the
batch size from 32 to 128, more samples are considered in
the rank weighting to select more similar positive pairs for
better contrastive learning. There is a minor drop in per-
formance when the batch size is set to 256. It is because
that, with a default α, e.g., 0.25, only enlarging the batch
size will also include more dissimilar pairs with significant
weights, which will affect the learning of network. There-
fore, varying the batch size and α together may achieve bet-
ter results. We leave it to the future works.

A.4. Visual Results

More visual results on ImageNet-1K and PASCAL
VOC2012 datasets are presented in Figure 2 and 5, respec-
tively. On ImageNet-1K dataset, it can be observed that,
the foreground activation maps can successfully discrimi-
nate the foreground object regions, i.e., the full body of bird,
fish, and turtle, etc, from the noisy backgrounds. On PAS-
CAL VOC2012 dataset, the foreground activation maps also
work well to separate multiple objects from the background
regions. Besides, class closely related regions, e.g., rail-
road, are successfully discriminated as backgrounds, and
excluded from the activated foreground regions, i.e., train.

A.5. Limitation

We also provide some failure cases in Figure 3 and 4. As
shown in the first and fourth column of Figure 3, C2AM
successfully identifies the sky as background but falsely
identifies the branches connected with the bird as fore-
ground. In Figure 4, much more diverse background re-
gions, e.g., the poster in the first column and the bookcase
in the third column, are included in the foreground activa-
tion maps. These failure cases encourage us to improve our
C2AM in future works.
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Figure 5. Visualization of the class-agnostic activation maps generated by C2AM and the extracted class-agnostic bounding boxes on
ImageNet-1K validation set. The images include classes of bird, salamandra, fish, and turtle. The ground truth and extracted bounding
boxes are in blue and green, respectively. Best viewed in color.
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