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1. Additional Implementation Details
Label Normalization. An AQA dataset with Nv videos is
generally annotated with non-negative real labels {ŷ(i)}Nv

i=1.
Following [1], we introduce a normalizing constant ϵ to
constraint the label interval to [0,1]:

y(i) = ŷ(i)/ϵ, (1)

where {y(i)}Nv
i=1 ∈ [0, 1] are used as labels for our train-

ing. The value of ϵ is related to the maximum score of the
training set. Specifically, we set it as 25/45/40 for RG / Fis-
V(TES) / Fis-V(PCS), respectively.

Feature Extraction. Since the AQA is a fine-grained ac-
tion understanding task, which needs to capture the rapid
informative events (spanning only a few frames) and ex-
amine the entire duration of the video [2], we adopt a
dense-sampling strategy. Specifically, given a video with
N frames and the number of frames per segment Ns (32 in

our experiments), we select Nuse =
⌊ N

Ns

⌋
×Ns frames to

produce
⌊ N

Ns

⌋
segments. We take consecutive frames in the

middle of the video, namely, discard the first
⌊N −Nuse

2

⌋
frames and the last

⌈N −Nuse

2

⌉
frames.

2. More Visualizations
More Visualizations of Cross-attention Weights. Here
we provide more visualizations of the cross-attention
weights of different grade prototypes in GAD. As shown
in Figures 1 to 3, the prototypes are able to capture video
segments related to different grades.

More Visualizations of Response Intensities. In the pa-
per, we have taken RG(Ball) as an example to illustrate how

the response intensities change with the label scores. Here
we provide the visualizations of other five classes in Fig-
ure 4. The same changing law as RG(Ball) can be ob-
served in the figure, which demonstrates the robustness of
our model.
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Figure 1. Visualization of cross-attention weights of each grade prototype in GAD. The sample is the Ball 030 video in RG. The first row
shows four weight curves of four prototypes on video segments. The next two rows are four video segments corresponding to four markers
on the curves, i.e., a, b, c and d.

a
b c d

a.

b.

c.

d.

Figure 2. Visualization of cross-attention weights of each grade prototype in GAD. The sample is the Clubs 016 video in RG. The first row
shows four weight curves of four prototypes on video segments. The next two rows are four video segments corresponding to four markers
on the curves, i.e., a, b, c and d.

a b c d

a.

b.

c.

d.

Figure 3. Visualization of cross-attention weights of each grade prototype in GAD. The sample is the #230 video in Fis-V and the
class is TES. The first row shows four weight curves of four prototypes on video segments. The next two rows are four video segments
corresponding to four markers on the curves, i.e., a, b, c and d.
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Figure 4. Visualization of response intensities at each grade of all video samples on the test sets of all classes except RG(Ball) (see the
paper). In each sub-figure, each column represents a sample, and all samples are sorted in ascending order of label scores. To better observe
the relative changes of intensities with the sample scores, we normalize each row, i.e., all intensities of the same grade, by min-max scaling.
Best viewed in color.
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