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1. Illustration of Existing Sparse Descriptors

Transformation-based image registration methods trans-

fer images into a common space to exhibit better con-

sistency. Representative methods include entropy image

entropy image (EI) [6], dense adaptive self-correlation

(DASC) local descriptor [4, 5], structure consistency boost-

ing (SCB) transform [1], etc. The transformed results of

them are usually sparse, as shown in Fig. 1, which are not

conductive to the network convergence.

2. Details of Network Architecture

The details of network architecture are reported in

Tabs. 1, 2 and Fig. 2. For image translation, we apply

the instance normalization as it normalizes feature statis-

tics. Given an input batch u ∈ R
N×H×W×C (N , H , W

and C: batch size, height, width and channel), the instance

normalized u is calculated as:

IN(u) = γ(
u− ū

σ
) + β, (1)

where ū and σ ∈ R
N×C are the mean and standard devi-

ation across spatial dimensions. γ and β are the scale and

shift parameters.

For image registration, we use the deformable convo-

lution to adapt to the deformation in unregistered images.

More concretely, the process of traditional convolution is

mathematically defined as:

y(p) =
∑

pn∈R

w(pn) · x(p+ pn) + b, (2)

where x(p) is the value of input x at pixel p. y is the out-

put feature map. w and b are the weights and bias, respec-

tively. Take the 3 × 3 convolution kernel as an example,

R = {(−1,−1), (−1, 0), · · · , (1, 1)}. It can be seen that
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Figure 1. Descriptors of existing methods for image registration

and the translated results of the proposed RFNet. From left to

right: VIS/NIR images, descriptors of WLD [2], NTG [3] and

SCB [1], and translated NIR/real NIR obtained in our method.

Figure 2. Pipeline of the deformation block (“s2”: stride set to 2.

“Res Block”: residual block. “BN”: batch normalization).

the receptive field R is a regular region. By comparison,

the deformable convolution is represented as:

y(p) =
∑

pn∈R

w(pn) · x(p+ pn +△pn) + b, (3)

where △pn denotes the offsets learned and generated from

additional convolution layers. It includes both horizontal

and vertical offsets. Considering that △pn may be a deci-

mal, x(p+ pn+△pn) is obtained by bilinear interpolation.

Then, through the global average pooling (GAP) layer

across spatial dimensions, the feature maps are mapped into

a 128-dimensional vector. Compared with fully connected

layer, the GAP layer refers to any size of input. Thus, there

is no limit on the size of original multi-modal images. Fi-

nally, we feed the 128-dimensional vector into a fully con-

nected layer to generate the final affine parameters.
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Table 1. Network architecture of TransNet. Conv(Nα, Kβ, Sγ)

means a convolution layer with α filters, where kernel size is β×β

and stride is γ. H is the channel of generated images. LReLU is

the LeakyReLU with slope set as 0.2. Deconv is a deconvolution

layer. IN denotes the instance normalization.

TransNet - Encoder Shared

1 Conv (N16, K7, S1) - ReLU ✗

2 Conv (N64, K3, S1) - IN - ReLU ✗

3 Conv (N128, K3, S2) - IN - ReLU ✗

4 Residual Block (N128) ✗

5 Residual Block (N128) ✗

6 Residual Block (N128) ✓

TransNet - Decoder

1 Residual Block (N128) ✓

2 Residual Block (N128) ✗

3 Residual Block (N128) ✗

4 Residual Block (N128) ✗

5 Deconv (N64, K3, S1) - IN - LReLU ✗

6 Conv (NH, K7, S1) - tanh ✗

Table 2. Network architecture of AffineNet. GAP means the

global average pooling and FC denotes the fully connected layer.

DeforConv is the deformable convolution layer with kernel size

set as 3×3 and stride set as 1. “Max” denotes maxpooling.

AffineNet

1 Conv(N16, K7, S1)-LReLU-DeforConv(N16)-LReLU

2 Conv(N32, K7, S2)-LReLU-DeforConv(N32)-LReLU

3 Conv(N64, K7, S2)-LReLU-DeforConv(N64)-LReLU

4 Conv(N64, K7, S2)-LReLU-DeforConv(N64)-LReLU-Max

5 Conv(N128, K7, S1)-LReLU-DeforConv(N128)-LReLU-Max

6 GAP - FC (N6)

3. Illustration of Landmark

To validate the registration accuracy, we manually

build 5 pairs of point landmarks in each image pair,

as shown in Fig. 3. The source points are represented

as {(xs
1, y

s
1), · · · , (x

s
5, y

s
5)} while the target ones are de-

fined as {(xt
1, y

t
1), · · · , (x

t
5, y

t
5)}. In the registered im-

age, the source points are registered into transformed

points {(xr
1, y

r
1), · · · , (x

r
5, y

r
5)}. Then, the metrics in-

cluding root mean square error (RMSE), max square er-

ror (MAE) and median square error (MEE) are measured

based on the distances between {(xr
1, y

r
1), · · · , (x

r
5, y

r
5)}

and {(xt
1, y

t
1), · · · , (x

t
5, y

t
5)}.

Figure 3. Illustration of five points of landmarks in a pair of multi-

modal images (left: VIS image, right: NIR image).

4. Evaluation Metrics of Image Fusion

This section introduces the definitions of metrics evaluat-

ing the fusion performance. These metrics include average

gradient (AG), entropy (EN), standard deviation (STD) and

peak signal-to-noise ratio (PSNR). Denoting the source im-

ages as Ia and Ib and the fused image is represented as If ,

the mathematical definitions of these metrics are as follows.

• Average gradient (AG)

AG quantifies the gradient information of If and rep-

resents the details and textures in If . A large AG in-

dicates that If contains more content information and

texture details and thus exhibits a better fusion perfor-

mance. Specifically, it is defined as:

AG =
1

MN

M
∑

2

N
∑

2

√

∇I2fx(i, j) +∇I2fy (i, j)

2
,

(4)

where ∇Ifx(i, j) = If (i, j) − If (i − 1, j) and

∇Ify (i, j) = If (i, j) − If (i, j − 1). M and N are

the width and height of If .

• Entropy (EN)

EN measures the richness of information in a fused im-

age on the basis of information theory. A larger EN al-

ways means that more information is contained in the

fused image and the performance of the fusion method

is better. EN is defined as follows:

EN = −

L−1
∑

l=0

pl log2 pl, (5)

where L denotes the number of gray levels and pl is the

normalized histogram of the corresponding gray level

in the fused image.

• Standard deviation (STD)

STD reflects the distribution and contrast of the fused



image form a statistical view, which is mathematically

defined as follows:

STD =

√

√

√

√

M
∑

1

N
∑

1

(If (i, j)− µ)2, (6)

where µ denotes the mean value of the fused image If .

A fused image with a large STD indicate that it has a

high contrast.

• Peak signal-to-noise ratio (PSNR)

PSNR measures the ratio of peak value power and

noise power of the fused image. It reflects the distor-

tion during the fusion process. Mathematically, it is

defined as follows:

PSNR = 10log10
r2

∥If−Ia∥2+∥If−Ib∥2

2

, (7)

where r is the peak value of If . A large PSNR demon-

strates that If is similar to Ia and If and the fusion

process produces little distortion.
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