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A. Dataset Analysis

We present the statistics about five datasets we used in
our experiments. Table 1 shows the statistics.

ReferItGame: ReferItGame [5] contains images from
SAIAPR12 [2] and collects expressions by a two-player
game. In this game, the first player is shown an image
with an object annotation and asked to write a natural lan-
guage expression referring to the object. The second player
is shown the same image and the written expression and
asked to click the object’s corresponding area. If the click-
ing is correct, the two players receive points and swap roles.
If not, the new image would be presented.

RefCOCO, RefCOCO+, RefCOCOg: These three
datasets contain images from MSCOCO [6]. Expressions
in RefCOCO [12] and RefCOCO+ [12] are also collected
by the two-player game proposed in ReferitGame [5].
There are two test splits called “testA” and “testB”. Images
in “testA” only contain multiple people annotation. In
contrast, images in “testB” contain all other objects.
Expressions in RefCOCOg [7] are collected on Amazon
Mechanical Turk in a non-interactive setting. Thus, the
expressions in RefCOCOg are longer and more complex.
RefCOCOg has “google” and “umd” splits. The “google”
split does not have a public test set. And there is an overlap
between the training and validation image set. The “umd”
split does not have this overlap. We denote these splits by
“val-g”, “val-u” and “test-u”, respectively.

Flickr30k Entities: Flickr30k Entities [9] contains im-
ages in Flickr30k dataset. The query sentences are short
noun phrases in the captions of the image. The queries are
easier to understand.

Dataset Images Instances Queries

RefCOCO 19,994 50,000 142,210
RefCOCO+ 19,992 49,856 141,564
RefCOCOg 25,799 49,822 95,010
ReferItGame 20,000 19,987 120,072
Flickr30K Entities 31,783 427,000 427,000

Table 1. Data statistics of RefCOCO, RefCOCO+, RefCOCOg,
ReferItGame and Flickr30K Entities.

Model ReferItGame
val test

DarkNet53

ReSC-Base 66.78 64.33
+QD-ATT 67.85+1.07 65.21+0.88

ResNet50

TransVG 71.60 69.76
+QD-ATT 75.01+3.41 72.67+2.91

Table 2. Performance of ReSC and TransVG when QD-ATT is
adopted.

B. QD-ATT in Other Vision Backbones

The experimental results in our paper have shown that
the Query-aware Dynamic Attention can help improve the
transformer-based visual backbone. In this section, we
present the performance improvement in visual grounding
by applying the Query-aware Dynamic Attention to Dark-
Net53 [10] and ResNet [3] to show its generalizability in
different backbones.
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DarkNet53. We use a state-of-the-art one-stage visual
grounding framework ReSC [11], which adopts the visual
feature map from the 102-th convolutional layer of Dark-
Net53. We append Query-aware Dynamic Attention mod-
ules after the 78-th, 91-th and 102-th convolutional layer of
DarkNet53. We take the visual feature map from the last
Query-aware Dynamic Attention module as the output of
the visual backbone.

ResNet. We consider the TransVG [1] framework, which
uses ResNet50 as the visual backbone. We apply Query-
aware Dynamic Attention modules to the C2, C3, C4, and
C5 layers.

The evaluation results using different visual backbones
on the ReferItGame dataset are shown in Table 2. The pro-
posed QD-ATT can also significantly improve the perfor-
mance.

C. Ablation study on RefCOCO
We also present the ablation study results on RefCOCO

dataset in Table 3 and Table 4. The experimental results
reveal similar conclusions. We also notice that spatial at-
tention is more useful in “testA” split and channel attention
is more useful in “testB” split. It is because the referents in
“testB” can be arbitrary objects but images in “testA” only
contain multiple people annotation.

RefCOCO
testA testB

(a) 84.63 81.42
(b) 84.46 80.96
(c) 84.01 79.83

Table 3. Ablation studies of QD-ATT in two phases of QRNet.

RefCOCO
testA testB

(d) 84.61 81.25
(e) 85.43 80.91

Table 4. Ablation studies of different attentions in QD-ATT.

D. Analysis of hyper-parameter K
We study the impact of hyper-parameter K which de-

notes the factor dimension. We report the accuracy of our
model with K = {10, 30, 50, 70} in Figure 1. When K
is small, the QD-ATT cannot learn the transformation well.
And when K is large, the QD-ATT is easy to overfit and
performs worse on validation set. We take the best K = 30
on the validation set as our default setting.
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Figure 1. The effect of factor dimension K on the validation split
of ReferItGame dataset.
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Figure 2. The running time (ms) of our model with different factor
dimension K on the validation split of ReferItGame.

E. Efficiency Analysis
We study the running time of our model with different

factor dimensions in the Query-aware Dynamic Attention.
We set K = {0, 10, 30, 50, 70}. K = 0 is a special set-
ting which means the Query-aware Dynamic Attention di-
rectly returns the input feature without any computation.
We conduct the experiment on a single NVIDIA RTX3090
GPU. The results are shown in Figure 2. We notice that the
running time increases linearly with the growth of K. We
also observe that incorporating the Query-aware Dynamic
Attention does not introduce excessive computation cost,
which means our QD-ATT is efficient and effective.

F. Qualitative Analysis
Feature Refinement Visualization. We present more vi-
sualize cases in Figure 3. It shows the ability of our QRNet
to refine general purposed feature maps to query-aware fea-
ture maps.

Comparison with TransVG. We quantitatively compare
the results predicted by our model and the TransVG in Fig-
ure 4. Green boxes are the ground truth. Yellow and red
boxes are the predictions of our model and TransVG, re-
spectively. In the first row, we notice that the predictions of



upper left cake

top right food

coffee

vase on left side

left horse

the orange on top full view inbetween the green

right edge giraffe in sunlight pizza nearest you

Figure 3. Visualization of activation maps from the backbone of our QRNet and original Swin-Transformer. Red: the predicted box. White:
the ground-truth box.

TransVG are close to the ground truth. However, sometimes
the TransVG only localizes the significant areas of the tar-
get objects (e.g., “mountain on right”), and sometimes the
predicted boxes cover the irrelevant areas around the target
objects (e.g., “person in white”), resulting in failures. In the
second row, the TransVG does not fully capture the seman-
tics of queries and is vulnerable to the interference of sig-
nificantly noisy objects in the image, resulting in incorrect
predictions. Our model utilizes query sentence represen-
tation to guide the visual backbone to obtain query-aware
visual features, which helps the framework give correct pre-
dictions.

Failure Cases. We show some typical failure cases in Fig-
ure 5. One type of error is the long tail description. For
the first example, our model does not recognize “slats” cor-
rectly. During both the pre-training the fine-tuning, the sam-
ples of long-tail concepts are infrequent. Thus, our method
fails. For the second image, we notice that “crazy” is an
abstract word, and its visual appearance can be completely
different in different contexts. Therefore, it is also hard for
our model to learn. In the third example, we found that
our model understands the query’s intention, but it tends
to predict a box containing some objects, and the annota-
tor does not have such bias. For the last example, we find
that our model may make mistakes when facing long sen-

tence queries. Our model only takes the [CLS] representa-
tion rather than the complete sequence representation from
BERT to refine the visual features, limiting the ability to
understand long text.

G. Limitation

In this paper, we propose QD-ATT to extract query-
consistent features from the visual backbone. However, we
only take the contextual textual representation of the query
to keep it efficient. Due to the lack of fine-grained multi-
modal interaction, we still need a post-interaction module
in the visual grounding framework. It also hinders general-
izing our module to the task requiring complex reasoning,
e.g., multimodal dialogue [8] and visual storytelling [4].

H. Online Deployment Setting

We apply QRNet to enhance the search engine in Pailitao
at Alibaba and perform A/B testing. In order to reduce the
discrepancy between the images from consumers and sell-
ers, it is important to locate the target from the item image.
Note that a detection-based two-stage method is already de-
ployed online. The A/B testing system split online users
equally into two groups and direct them into two separate
buckets, respectively. Then in bucket A (i.e., the baseline
group), the target boxes from images are generated by a
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Figure 4. Qualitative comparison with TransVG. Green boxes are the ground-truth, yellow boxes are the predictions of our model, and red
boxes denote the predictions of TransVG.
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Figure 5. The failure cases of our model. Green boxes are the ground-truth, yellow boxes are the predictions of our model.

detection-based method. While for users in the B bucket
(i.e., the experimental group), the target boxes are gener-
ated by the proposed QRNet. All the conditions of the two
buckets are identical except for the target grounding meth-
ods.

We calculate the clicked query rate and the number of
transactions for all the categories in the two buckets. The
online A/B testing lasts for two days, and over 1.5 million
daily active users are in each bucket. We find that the per-
formance in the experimental bucket (i.e., QRNet) is signifi-
cantly better (p < 0.05) than that in the baseline bucket (i.e.,
detection-based) on both measures. QRNet decreases the
no click rate by 1.47% and improves the number of trans-
actions by 2.20% over the baseline. More specifically, the
decrease of the no click rate implies that QRNet can gener-
ate more accurate target boxes so that users are more likely
to click. The improvement of the number of transactions
means that the clicked item is exactly what the users want
to purchase, which also reveals the great performance of
QRNet.

I. Pseudo-code of QD-ATT

We present a Pytorch-style pseudo-code in Listing 1.
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