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1. Overview
In this supplementary material, we will analyze the self-

contrastive learning module (SCL) with some visualiza-
tions. Besides, we will provide more qualitative com-
parisons between our model and other state-of-the-art ap-
proaches. Additionally, we will compare the complexity of
our method with others. We will also analyze the influence
of α in Eq.(19) in our paper. Moreover, we will discuss
about some failure cases.

2. Self-Contrastive Learning Module Analysis
We display some response maps in different cases on the

CoCA dataset [7] in Fig. 1. Note that this dataset is used
for evaluation. Mfinal denotes the normal response maps
generated by original inputs, Mfinal

c denotes the co-salient
response maps generated by inputs where the background
regions are erased, and Mfinal

b denotes the background re-
sponse maps generated by inputs where the co-salient ob-
jects are erased. Then, proto, protoc and protob can be de-
rived based on the corresponding response maps. As shown
in Fig. 1, it can be found that the Mfinal can focus on most
regions of the target co-salient objects. Moreover, compar-
ing Mfinal

c and Mfinal
b , the Mfinal

c can highlight all the re-
lated co-salient objects. In contrast, the Mfinal

b are sensitive
to the surroundings of the co-salient objects. In this case,
our assumption of SCL, where proto and protoc are pulled
together while proto and protob are pushed away, can be
verified. With our SCL, the model can learn to differenti-
ate co-salient features and background features. Thus, the
noise information can be suppressed.

3. Qualitative Comparison
We list more qualitative comparisons with previous sate-

of-the-art methods in Fig. 2. We use the CoCA dataset [7]
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Table 1. Complexity comparisons. ‘param.’ denotes the number
of parameters. We set 5 inputs to compute FLOPs.

method FLOPs (G) param. (M) runtime (fps) Fmax
β ↑

CADC [6]ICCV21 457.9 392.8 18.0 0.548
GICD [7]ECCV20 467.6 278.0 40.8 0.513

GCoNet [2]CVPR21 311.5 142.0 116.2 0.544
DCFM†(ours) 313.0 140.5 101.9 0.592
DCFM (ours) 316.6 142.3 84.4 0.598

for demonstration, as it is a challenging real-world dataset,
containing more challenging cases. The compared methods
include CSMG [4], GCAGC [5], CoEGNet [1], GICD [7],
GCoNet [2], and DeepACG [3]. It is evident that our pre-
dictions are closer to the ground truth. Specifically, when
the background contains misleading objects, such as the hu-
mans in the group ‘Binoculars’, our model can suppress the
noisy information and focus on the targets, compared with
GCoNet [2] and GICD [7]. Additionally, when there are
complex background clutters, like images in the groups ‘Pil-
low’ and ‘Tablet’, compared with all other methods, ours
are robust to this challenging setting.

4. Complexity Analysis with State-of-the-art
Methods

The computational complexity of Eq.(2) and Eq.(18) in
our paper is O((NHW )2) and O((HW )2) respectively.
The increment of FLOPs is small since the input size is
small. We list the complexity comparisons in Tab. 1, ‘†’
means without DFE. Ours can achieve an impressive per-
formance with fewer FLOPs and parameters compared with
CADC [6] and GICD [7]. Besides, ours can obtain a better
performance with limited increment of FLOPs and param-
eters compared with GCoNet [2], especially for DCFM†.
Overall, our method has an impressive performance with
comparable runtime.
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Figure 1. Visualization of the response maps in different cases. The visualizations can verify our assumption of the self-contrastive learning
module as Mfinal is consistent with Mfinal

c but different from Mfinal
b .
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Figure 2. More visualizations of our predictions and comparisons with previous state-of-the-art approaches. It can be found that our model
can better differentiate the co-salient objects and background in complex scenes.

Table 2. Influence of alpha in Eq.(19) in our paper.

α 0.1 1 2 3 4

Fmax
β ↑ 0.578 0.592 0.593 0.598 0.587

5. Influence of Alpha in Eq.(19) in Our Paper

We add the ablation study of alpha in Tab. 2. The per-
formance smoothly increases with larger alpha. However,
performance decreases when alpha is too big (α=4). When
α>4, the model even fails to be trained. This is because
in this case, the weight of small positive attention values
will be much bigger. Thus, the attention mechanism will be
confused and tend to focus on those small values but neglect
original high values.

‘Fishing rod’

‘Baseball’

Inputs GT Ours

Figure 3. Visualizations of some failed cases.



6. Limitation Discussion
We also report some failure cases in Fig. 3. As shown

in the figure, it is difficult for our model to predict small
objects precisely. This may be caused by the fact that the
inputs are resized into the size of 224× 224. Then, with the
feature extractor, the size of the output features is 14 × 14.
In this case, it may cause information lost for small objects.
Thus, it is difficult for our model to capture the correspond-
ing features. Therefore, how to enhance model robustness
for small objects is a direction for our future work.
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