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A. More Implementation Details

A.1. Training Details

We set the number of subpart capsules \(K = 75\), the number of part capsules \(M = 5\), \(\gamma = 0.5\) for VAF, \(\tau = 16\) for subpart presence sparsity loss. \(\lambda_{cen}, \lambda_{cls}, \lambda_{silh}\) for loss combination are set to 0.5, 10\(^2\), \(10^3\), and other hyper-parameters are set to 1. The input images are resized to \(128 \times 128\). The subpart templates are set to \(40 \times 40\) and the part templates are set to \(128 \times 128\).

A.2. Details of Template Transformation

During the subpart discovery, our Hierarchical Parsing Capsule Network (HP-Capsule) performs affine transformation with pose \(\theta^s\) to transform each subpart template into the image space. In our implementation, \(\theta^s = (s^x, h^x, a^x_s, a^y_s, t^x_s, t^y_s)\) is a 6-tuple, including \(s^x\) for scaling, \(h^x\) for shearing, \((a^x_s, a^y_s)\) for rotation, and \((t^x_s, t^y_s)\) for translation. The transformation matrix can be formulated as:

\[
A = \begin{bmatrix}
    s^x \cos a & -s^x \sin a & s^x h^x \cos a & t^x_s \\
    s^x \sin a & s^x \cos a & s^x h^x \sin a & t^y_s \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

where \((\cos a, \sin a) = (a^x_s, a^y_s)/\|(a^x_s, a^y_s)\|_2\). We use \(a^x_s\) and \(a^y_s\) to estimate the rotation angle to avoid the continuity issue [2, 9].

A.3. More Details about NME\(_{DL}\)

We propose a new evaluation metric NME\(_{DL}\) in the main paper to evaluate the unsupervised segmentation results on a detailed level, which uses a very shallow network to directly predict landmarks from the segmentation maps. The shallow network is trained using Adam with \(10^{-4}\) learning rate for 50 epochs and all the input segmentation maps are resized to \(32 \times 32\). During the evaluation, we choose three different shallow networks for NME\(_{DL}\), including two convolution layers, one Residual Block [4], and two Residual Blocks. Each of them is followed by a linear layer. Table 1 shows the sophisticated evaluation by NME\(_{DL}\) with different architectures on BP4D. It can be seen that our method surpasses other methods with better semantic consistency.

### Table 1. The quantitative comparison of unsupervised face segmentation on BP4D. NME\(_{DL}\)(%) is implemented with different architectures to evaluate the semantic consistency of landmarks.

<table>
<thead>
<tr>
<th>Method</th>
<th>2 Conv</th>
<th>1 ResBlock</th>
<th>2 ResBlocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-Capsule</td>
<td><strong>6.83</strong></td>
<td><strong>6.10</strong></td>
<td><strong>6.26</strong></td>
</tr>
</tbody>
</table>

B. More Analysis on the Exploited Face Hierarchy

To further explore the visual perception mechanism of neural networks, we visualize the learning procedure of HP-Capsule in Figure 1. It can be seen that the network captures the facial features in the sequences of face contour, mouth, nose, and finally eyes. One reasonable guess is that nose and eyes contain more identity-related information, making them more difficult to be reconstructed. This conclusion is also consistent with the work of Williford et al. [7] that shows nose and eyes contain more discriminative features.
Figure 1. The learning procedure of HP-Capsule. The network captures the facial features in the sequence of face contour, mouth, nose, and finally eyes, which indicates the nose and eyes might contain more identity-specific information.

Figure 2. The segmentation results of HP-Capsule on CelebA.

Figure 3. Some failed results of unsupervised face segmentation on BP4D. The parts of faces in large poses may still have flaws after refinement.

for face recognition.

C. More Visualization Results

To validate the potential of HP-Capsule under the in-the-wild scenarios, we evaluate our method on CelebA [6]. As shown in Figure 2, our method can also keep semantic consistency among the in-the-wild images.

We provide more visualization results of our HP-Capsule on BP4D [8, 10] and Multi-PIE [3]. Figure 4 shows the hierarchical face parts discovered by HP-Capsule. Figure 5 and Figure 6 show the unsupervised segmentation results on BP4D and Multi-PIE. It can be seen that our method can discover the face hierarchy directly from the unlabeled images and keep semantic consistency across different samples.

We also show some typical failure cases in Figure 3. Although the semantics of parts have been improved after introducing the Transformer-based Parsing Module for refinement, there may still be flaws on some faces in large poses.
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Figure 4. The hierarchical face parts discovered by HP-Capsule. For each input, HP-Capsule automatically selects a set of subparts to describe the current object and aggregates them to get parts with more prominent semantics.
Figure 5. Visualization results of unsupervised face segmentation on BP4D.

Figure 6. Visualization results of unsupervised face segmentation on Multi-PIE.