
A. Variational Lower Bound Derivation
The original variational lower bound was derived in [4].

log pθ(x) = log

∫
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The final step [1] is obtained through the factorization of
reconstruction and KL-Divergence term into individual time
steps due to the independence across time.

B. Invertible Architecture and Coupling Layer
The additive coupling layer was first introduced in [2].

Following [5], we use it as the building block to construct
the invertible autoencoder. More specifically, the reshaped
input x is divided into two groups, denoted as x1 and x2,
channel-wisely. In its forward pass, one group, e.g. x1,
passes through several convolutional layers and updates the
other group, x2, through addition.

x̂2 = x2 + F1(x
1) (1)

x̂1 = x1 + F2(x̂
2) (2)

where F is a composite non-linear transformation consisting
of convolutions and activations, and x̂1 and x̂2 are the up-
dated x1 and x2. In its backward pass, we can retrieve x1 and
x2 from x̂2 and x̂1 by the following inverse computation:

x1 = x̂1 −F2(x̂
2) (3)

x2 = x̂2 −F1(x
1) (4)

Pixel shuffle layer, a bijective downsampling, is also em-
ployed to change the shape of feature from (w, h, c) to
(w/n, h/n, c × n2) to enable the invertibility of the entire
network. Stacking these building blocks and downsampling
in an alternating fashion between two groups, we will obtain
a two-way autoencoder. The property of invertibility ensures
no information loss during feature extraction, which is better
at preserving the attributes of moving objects. The same
network can serve as both the encoder and the decoder by
using its forward and backward pass respectively.

C. Training Setup
In the deterministic setting, MAC adopts DCGAN and

a mirrored network as encoder and decoder and 2 layers of
residual ConvLSTM as predictor. In the stochastic setting,
sMAC replaces its encoder with 24-layer invertible autoen-
coder and use its backward pass as decoder. Additionally,
it also deploys two inference networks composed of 2 lay-
ers of ConvLSTM, named prior and posterior, to model
conditionally Gaussian distribution of trajectories .

We use the Adam optimizer [3] with a starting learning
rate of 2× 10−4 to optimize the MAC and sMAC. The train-
ing process is stopped after 200, 000 iterations with the batch
size of 4. 20,000 video clips of CLEVR-Building-Blocks and
30,000 of Sapien-Kitchen are generated for model training
and additionally 5,000 videos are generated for each dataset
for evaluation. Considering the size of Tower-Creation
dataset, various traditional data augmentation methods are
used and we also implement a new trick in which the neigh-
bouring frames of key frames are sampled from Gaussian
distributions to serve as small temporal variations. This trick
can significantly improve the visual quality and diversity of
stochastic generation for both sMAC and SVG-LP.

D. Object Detection
The quantitative results and visualization of object detec-

tion is provided in the Table 1 and Fig 1. SSD head was
optimized following its protocol while the MAC encoder
was frozen to demonstrate that features learnt through self-
supervision can be directly transferred for detection because
our video prediction task is highly location-dependent.
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Method Oven Fridge Dishwasher Bottle Kettle Kitchen pot mAP

MAC + SSD 92.75 94.56 90.89 83.25 77.18 81.32 86.66

Table 1. Quantitative measures of object detection on Sapien-Kitchen in terms of average precision.

Figure 1. Visualization of 2D Object Detection on Sapien-Kitchen.
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