














(a) Nuanced context: The model can understand information such as actions or implied symptoms.

(b) Richer information: The model correctly handles colours, background buildings and even car brands.

(c) Counting: The model does a reasonable job at counting, though prompts like “bunch of cats” are preferred.

(d) Esoteric examples: The model has no problems at identifying rare concepts, like a cow on a beach, or an astronaut alien.

Figure 16. Various model predictions.

Figure 17. Training on multilingual data allows the model to recognise concepts in multiple languages, including visual concepts which do
not directly exist in English.

Figure 18. Qualitative failures. In the left example, the model ranks the wrong grinning face before the ground truth yawning face.
However, by removing the grinning face and adding emoji prompt, the model prefers emoji yawn.


