1. Dataset Description

CAMELYON-16 [1] is a WSI dataset that has been released for the detection of breast cancer metastasis. This dataset contains 400 WSIs in total, including 270 for training and 130 for testing (officially splitting). There are 159 normal and 111 tumor slides in the training set. Although CAMELYON-16 has both pixel-level annotation and slide labels, for this specific MIL application, we only use the slide labels for training and testing, except for the average FROC calculations. The challenge of this dataset is that most positive slides contain only small portions of tumors over the whole tissue regions.

TCGA Lung Cancer Lung Adenocarcinoma (LUAD) and Lung Squamous Cell Carcinoma (LUSC) are two sub-type of cancers in the TCGA lung cancer dataset, with 534 LUAD and 512 LUSC slides, respectively. There are only slide-level labels available for this dataset. Compared to CAMELYON-16, tumor regions in tumor slides are significantly larger in this dataset.

2. Implementation Details

Following [7, 8], we use the ResNet-50 model [3] pre-trained with ImageNet [2] as the backbone network, to extract an initial feature vector from each patch, which has a dimension of 1024. The last convolutional module of the ResNet-50 is removed and a global average pooling is applied to the final feature maps to generate the initial feature vector. The initial feature vector is then reduced to a 512-dimensional feature vector by one fully-connected layer, which is served as the ultimate feature representation of a patch. An Adam optimizer [5] with weight decay of 0.0001 is used for the model training. All the models are trained for 200 epochs with an initial learning rate of 0.0001, which is reduced to 20% of itself after 100 epochs. The batch size is set to be 1, meaning that in each iteration, one slide is processed. All the experiments were conducted with a NVIDIA V100 GPU.

It should be noted that the fixed initial features obtained by pretraining on ImageNet are not the only option. Alternatively, we can extract the features of patches through self-supervised learning (SSL) [6].

3. Proof of Proposition 1

Observing Eq.(6) (main paper), the bag feature representation (embedding) in AB-MIL can be seen as the averaging result of the re-scaled instance features, i.e.,

\[ F = \frac{1}{K} \sum_{k=1}^{K} a_k h_k = \frac{1}{K} \sum_{k=1}^{K} a_k K h_k = \frac{1}{K} \sum_{i=1}^{K} \tilde{h}_k, \]  

with the re-scaled instance feature \( \tilde{h}_k = a_k K h_k \). Meanwhile, an image’s feature representation obtained by the global average pooling operation in a deep learning classification model as in Eq.(1) (main paper) can also be rephrased as,

\[ f = \frac{1}{W H} \sum_{w,h} u_{w,h} \]  

where \( u_{w,h} \in \mathbb{R}^D \) is the feature vector from \( U \) located at \( w, h \). Comparing Eq.(1) and Eq.(2), it is obvious that the bag feature representation \( F \) of AB-MIL essentially has the same formation with the image’s feature representation \( f \) of a deep learning model for image classification. Note that in both AB-MIL and deep learning based classification model, a classifier is operated upon either \( F \) or \( f \) for the bag or image classification. One can subsequently conclude that the AB-MIL has the same framework structure with that of the deep-learning framework for image classification as described in Section 3.1.1 (main manuscript), except for the only difference that the feature vectors \( u_{w,h} \) from the feature maps \( U \) have spatial relations with each other, while the spatial relations between feature vector \( h_k \) are not explicitly considered in AB-MIL (or the spatial relations may only be encoded in the attention scores.). However, the spatial relations play no role in the inference of attention map in Grad-CAM. Therefore it is safe to apply the mechanism of Grad-CAM to AB-MIL to directly infer the signal strength for an instance to be positive or negative. Resembling to

---

1Two slides in the test set are officially recognized as being incorrectly annotated thus are excluded in the experiments.
Eq.(2) in the main paper, the signal strength for instance $k$ to be class $c$ ($c = 0$ for negative and $c = 1$ for positive) can then be derived as,

$$L_k^c = \sum_d \beta_d^c \hat{h}_{k,d}, \quad \beta_d^c = \frac{1}{K} \sum_{k=1}^K \frac{\partial s_c}{\partial h_{k,d}}$$  \hspace{1cm} (3)

where $\hat{h}_{k,d}$ is the $d_{th}$ element of $\hat{h}_k$, and $s_c$ is the output logit for class $c$ from the MIL classifier. By applying soft-max, the corresponding probability is then,

$$p_k^c = \frac{\exp \left( L_k^c \right)}{\sum_{t=1}^C \exp \left( L_k^t \right)}$$  \hspace{1cm} (4)

The value of the attention score in $\hat{h}_k$, however, may affect the availability of the probability derivation by Eq.(4). When a certain patch (instance) is deactivated by the attention module, i.e., $a_k \rightarrow 0$, the corresponding $\hat{h}_k$ (Eq.(3)) tends to be a zero vector. In this case, $L_k^c$ will be closed to zero for all the classes, resulting in $p_k^c$ (Eq.(4)) being close to 0.5 (for both $c = 0$ and $c = 1$), which means the derived probabilities reveal little information. In short, the proposed derivation of instance probability will be only applicable to the instances assigned with large enough attention scores. However, those patches assigned with low values of attention scores are deemed by the trained model as unimportant ones for the bag-level prediction; therefore, their probabilities are not crucial.

4. More on instance probability derivation

Free-Response ROC (FROC) is usually used to evaluate the detection ability of a model. A higher value of FROC indicates a better detection capability. In Tab.1, we report the average FROC values of different methods on the CAMELYON-16 test set. A FROC value is defined as the average detection sensitivity at 6 predefined numbers of false-positive per slide: 1/4, 1/2, 1, 2, 4 and 8. The average FROC values are measured based on the corresponding probability maps that are generated from attention scores, derived instance probabilities or direct instance probability outputs, for various methods, including AB-MIL [4], DS-MIL [6] and Max Pooling, as shown in the table. Of these, the probability map of Max Pooling is formed by the direct instance probability outputs of a trained MIL model of Max Pooling, since it is an instance-level model. Therefore, the calculated average FROC of MaxPooling is an metric explicitly related to the model’s detection capability, and its value can serve as a benchmark for comparison. A threshold of 0.5 is applied to all the probability maps for calculating the average FROC values.

Overall, the results from Tab.1 suggest that the probability maps from the derived instance probabilities can better reveal the detected locations of positive activation, compared to the probability maps from attention scores. Specifically, we can see from Tab.1 that when using the probability map from the derivation, the average FROC score of AB-MIL is similar to that of MaxPooling, of these two the corresponding slide-level AUC scores also have similar values. In contrast, the average FROC scores of AB-MIL and DS-MIL by the probability maps from attention scores achieve much lower values, which are not in accordance with their slide-level AUC scores. For instance, DS-MIL can achieve a slide-level AUC of 0.899 (best among the three methods), but the average FROC by the probability maps from attention scores is merely 0.262.

Fig.2 presents the color heatmaps of 10 sub-fields from 10 slides by a trained classic AB-MIL model. The heat maps are from normalized attention scores (attention-based) and the proposed instance probability derivation (derivation-based), respectively. The attention scores directly from the attention module are normalized as $[4, 6–8]$, $a'_{k} = (a_k - a_{\text{min}}) / (a_{\text{max}} - a_{\text{min}})$, \hspace{1cm} (5)

where $a_{\text{min}}$ and $a_{\text{max}}$ are the minimum and maximum attention scores for patches in a slide, respectively.

We can see that the derivation-based heatmaps provide better contrast for the predicted tumor regions over the non-tumor regions, and present a higher level of consistency and accuracy. On the one hand, there are always strong activations in the attention-based heatmaps, no matter whether there exist ground-truth tumor regions or not, which can provide misleading information when these heatmaps are used for offline analysis. This deficiency mainly results from the normalization of the attention scores. An attention-based heatmap utilizes the comparisons of attention scores of patches in a slide for rescaling (Eq.(5)). As a result, the strongest activations in an attention-based heatmap are not always those with the highest positive probabilities, but those with larger attention scores over other patches. On the other hand, a probability value in a derivation-based heatmap comes from the comparison of derived logits of different classes, i.e., the soft-max operation in Eq.(9) in the main paper. Therefore, a heat-map of derived probabilities is explicitly relevant to the class estimations by the trained MIL model.

We also notice that the sparse tissue regions surrounding the major tissues tend to receive comparably high attention scores, although usually they can be easily recognized as non-tumor regions from the derivation-based heatmaps. Probably this phenomenon results from the fact that the model benefits from choosing these neutral regions to represent the negative slides instead of the non-tumor tissue regions; therefore the attention module automatically learns to activate these regions. This phenomenon is also in accordance with the performance differences of DTFD-MIL(MaxS) and DTFD-MIL(MaxMinS) presented in Tab.1.
Table 1. Average FROC and slide-level AUC on the CAMELYON-16 test set.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>Probability Map From</th>
<th>FROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classic AB-MIL [4]</td>
<td>0.854</td>
<td>attention score by derivation</td>
<td>0.251</td>
</tr>
<tr>
<td>DS-MIL [6]</td>
<td>0.899</td>
<td>attention score</td>
<td>0.262</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>0.854</td>
<td>direct instance output</td>
<td>0.375</td>
</tr>
</tbody>
</table>

in the main paper, i.e., the distillation of the instance with maximum derived probability (MaxS) in a pseudo-bag to Tier-2 model shows inferior performance to the distillation of the two instances with minimum and maximum derived probability (MaxMinS) in a pseudo-bag, where the minimum ones correspond to the sparse tissue regions mentioned above.

Please note that the average FROC values and the heatmaps presented here are to demonstrate the effectiveness of the instance probability derivation for positive detection in AB-MIL models. The extension of the instance probability derivation to the proposed double-tier framework may not be straightforward, and it is remained to be solved in future work.

5. With Tier-1 Model only

In the proposed DTFD-MIL framework, a pseudo-bag acts as an independent unit, and plays the role of a regular bag for MIL in Tier-1. The Tier-1 MIL model is trained and tested directly on pseudo-bags, while the Tier-2 model takes responsibility for the parent bags’ inference. One may, however, wonder about the performances of only the Tier-1 MIL model if it is trained on pseudo-bags but is tested on the original bags. We conduct ablation experiments to further explore this case, in which only the Tier-1 MIL model is kept after the Tier-2 MIL model is removed from the framework, and the remained Tier-1 model is trained on the pseudo-bags while tested on the original bags. This case is denoted as ‘Tier-1 only’ in Fig.1. For CAMELYON-16 test set (Fig.1a), the ‘Tier-1 only’ case performs better than the Tier-1 MIL models in the original DTFD-MIL framework, which are trained and tested on pseudo-bags. Obviously, the ‘Tier-1 only’ model as well benefits from the increasing number of pseudo-bags when the number is smaller than a certain value. However, the Tier-2 MIL models in the original DTFD-MIL framework still outperform the ‘Tier-1 only’, which further demonstrates the advantage of using the Tier-2 MIL models. The performances on the TCGA lung cancer dataset presented in Fig.1b also show a similar trend to that on CAMELYON-16, although the performance gaps between different methods are smaller.

These experimental results further demonstrate the effectiveness of the proposed ideas of pseudo-bag and double-tier MIL.

![Figure 1. AUC scores of the proposed DTFD-MIL with different feature distillation approaches and of the ‘Tier-1 only’ case on CAMELYON-16 and TCGA Lung Cancer, respectively. Note that some curves in sub-figure (b) only present the upper parts for better comparison.](image)
Figure 2. Color heatmaps of 10 sub-fields of 10 slides by attention score and the proposed instance probability derivation, respectively. In the row of ‘Original Slide’, the tumor regions are delineated by blue lines.
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