A. Pairwise positional encodings

We describe the details of the pairwise positional encodings as introduced in Section 3.1 of the main paper. Formally, denote a bounding box as \( b = [x, y, w, h]^T \in [0, 1]^4 \), where \( x \) and \( y \) represent the centre coordinates of the bounding box while \( w \) and \( h \) represent the width and height. Note that these values have been normalised by the image dimensions. For a pair of bounding boxes \( b_1 \) and \( b_2 \), we start by encoding the unary terms besides the box representation itself, including box areas and aspect ratios as below

\[
u = b_1 \oplus b_2 \oplus \begin{bmatrix} w_1 h_1, w_2 h_2, \frac{w_1}{h_1}, \frac{w_2}{h_2} \end{bmatrix}^T, \tag{1}\]

where \( \oplus \) denotes vector concatenation. We then proceed to encode the pairwise terms as follows

\[
p = \begin{bmatrix} \frac{w_1 h_1}{w_2 h_2} \end{bmatrix} \oplus f(d_x) \oplus f(d_y), \tag{2}\]

\[
d_x = \frac{x_1 - x_2}{w_1}, \quad d_y = \frac{y_1 - y_2}{h_1}, \tag{3}\]

\[
f(d) = [\text{ReLU}(d), \text{ReLU}(-d)]^T. \tag{4}\]

This includes additional features such as the ratio of box areas, intersection over union (IoU) and directional encodings that characterise the distance between box centers. Note that the directional encodings are normalised by the dimension of the first (human) bounding box instead of that of the image. In addition, function \( f(\cdot) \) ensures the componentwise positivity of the feature vector. Finally, denote a multi-layer perceptron as MLP, the complete pairwise positional encoding is computed as below

\[
y = \text{MLP}(u \oplus p \oplus \log(u \oplus p + \epsilon)), \tag{5}\]

where \( \epsilon \) is a small constant added to the vector to avoid taking the logarithm of zero.

B. Numerical stability in the loss function

For the sake of numerical stability, loss function for logits is often preferred to that for normalised scores. In our case, due to the fact that the final interaction score is the product of multiple factors, we cannot directly use the loss function for logits. Therefore, we first need to recover the scale prior to normalisation. Denote the normalised object confidence score and action logit as \( \hat{y}_1 \in [0, 1] \) and \( \hat{y}_2 \in \mathbb{R} \) respectively, the final score is computed as \( \hat{y} = \hat{y}_1 \cdot \sigma(\hat{y}_2) \), where \( \sigma \) denotes the sigmoid function. We can then retrieve the corresponding logit \( \tilde{y} \) as below

\[
\tilde{y} = \sigma^{-1}(\hat{y}), \tag{6}
\]

\[
= \log \left( \frac{\hat{y}_1}{1 + \exp(-\hat{y}_2)} - \hat{y}_1 + \epsilon \right), \tag{7}
\]

where \( \epsilon \) is a small constant added to the term to avoid taking the logarithm of zero.

C. Multi-branch fusion

The multi-branch fusion (MBF) module [5] employs multiple homogeneous branches, wherein each branch maps the two input features into a subspace of reduced dimension and performs fusion (elementwise product by default). The resultant feature is then mapped back to the original size. Afterwards, elementwise sum is used to aggregate results across all branches. The reduced representation size in a branch is intentionally configured in a way that makes the total number of parameters independent of the number of branches. For brevity of exposition, let us assume the number of branches is 1, for two input vectors \( x, y \in \mathbb{R}^n \), the output vector \( z \in \mathbb{R}^n \) is computed as

\[
z = W_3^T \phi \left( (W_1^T x + b_1) \otimes (W_2^T y + b_2) \right) + b_3, \tag{8}\]

where \( W_1, W_2, W_3 \in \mathbb{R}^{n \times n} \) and \( b_1, b_2, b_3 \in \mathbb{R}^n \) are parameters of linear layers, \( \phi \) refers to the rectified linear unit (ReLU), and \( \otimes \) denotes elementwise product. The implementation for this module in PyTorch is shown in Listing 1.
import torch
import torch.nn as nn
import torch.nn.functional as F

class MultiBranchFusion(nn.Module):
    """Parameters:
    appearance_size: int
        Size of the appearance features
    spatial_size: int
        Size of the spatial features
    hidden_state_size: int
        Size of the intermediate representations
    cardinality: int
        The number of homogeneous branches
    """
    def __init__(self, appearance_size: int = 256, spatial_size: int = 256, hidden_state_size: int = 256, cardinality: int = 8) -> None:
        super().__init__()
        self.cardinality = cardinality
        sub_repr_size = int(hidden_state_size / cardinality)
        assert sub_repr_size * cardinality == hidden_state_size, "The given representation size should be divisible by cardinality"
        self.fc_1 = nn.ModuleList([nn.Linear(appearance_size, sub_repr_size) for _ in range(cardinality)])
        self.fc_2 = nn.ModuleList([nn.Linear(spatial_size, sub_repr_size) for _ in range(cardinality)])
        self.fc_3 = nn.ModuleList([nn.Linear(sub_repr_size, hidden_state_size) for _ in range(cardinality)])

    def forward(self, appearance: torch.Tensor, spatial: torch.Tensor) -> torch.Tensor:
        return torch.stack([fc_3(F.relu(fc_1(appearance) * fc_2(spatial))) for fc_1, fc_2, fc_3 in zip(self.fc_1, self.fc_2, self.fc_3)]).sum(dim=0)

Listing 1. PyTorch implementation of the multi-branch fusion module.

Table 1. Performance comparison amongst different variants of the cooperative layer on HICO-DET [1] test set under default setting. All variants below use ResNet50 [3] as the backbone CNN. The acronym M.E. stands for modified encoder layer.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Full</th>
<th>Rare</th>
<th>Non-rare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla</td>
<td>31.15 ± .03</td>
<td>25.70</td>
<td>32.77</td>
</tr>
<tr>
<td>Vanilla w/ add. pos. enc.</td>
<td>31.14</td>
<td>25.59</td>
<td>32.80</td>
</tr>
<tr>
<td>M.E. w/o pairwise terms</td>
<td>30.93</td>
<td>24.53</td>
<td>32.84</td>
</tr>
<tr>
<td>M.E. w/ FFN</td>
<td>31.33 ± .04</td>
<td>26.02</td>
<td>32.91</td>
</tr>
</tbody>
</table>

D. Modified transformer encoder layer

In this section, we compare the performance and interpretability of the modified transformer encoder layer to alternative formulations. To this end, we test multiple variants of the cooperative layer. In particular, we added a feedforward network (FFN) [4] to our modified encoder to better align with the standard transformer architecture. As shown in Tab. 1, using a vanilla transformer encoder results in a small decrease (0.2 mAP) in performance. This gap persists after applying additive positional encodings learned from the unary box terms shown in Eq. (1). We then demonstrate the importance of the pairwise terms in Eq. (2) by removing them from the positional encodings, which resulted in a 0.4 mAP decrease. Together, these results indicate that the pairwise terms provide useful information for the cooperative layer and a consistent mAP performance boost.

In addition, we show the attention maps in different variants of the cooperative layer in Fig. 1. Notably, our modified encoder (Fig. 1b) accurately infers the correspondence between instances, where the interactive humans and objects attend to each other. This suggests that the pairwise positional encoding instills an inductive bias in the modified encoder that allows it to identify interactive and non-interaction pairs, and preferentially share information be-
Figure 1. An image with detected instances (a) and attention maps in the cooperative layer with different implementations, including the vanilla encoder (d), modified encoder w/o pairwise terms (c) and the modified encoder (b).

Figure 2. Our model exhibits the same behavior on sample images with numerous human and object instances. Specifically, the attention map for unary tokens shows high symmetry, where potentially interactive instances attend to each other. And the pairwise attention map indicates that non-interactive pairs attend to the most dominant pairs to be suppressed.

E. Additional qualitative results

We show more visualisations of attention maps in Fig. 2. We intentionally avoided images with very few human and object instances and instead selected those with more complicated scenes for the purpose of demonstration. As shown by the attention maps, our model behaves consistently across different interaction types. More qualitative results for detected HOIs can be found in Fig. 3 and Fig. 4. We also show some false positives of our model in Fig. 5.
Figure 3. Additional qualitative results for detected human–object pairs on HICO-DET [1] test set.

Figure 4. Additional qualitative results for detected human–object pairs on V-COCO [2] test set.

Figure 5. False positives on HICO-DET [1] test set.
import torch
import torch.nn as nn
import torch.nn.functional as F
from typing import Tuple

class ModifiedEncoderLayer(nn.Module):
    def __init__(self, hidden_size: int = 256, repr_size: int = 256, num_heads: int = 8) -> None:
        super().__init__()
        if repr_size % num_heads != 0:
            raise ValueError("The given representation size \(\text{repr size}\) should be divisible by the number of attention heads \(\text{num heads}\).")
        self.sub_repr_size = int(repr_size / num_heads)
        self.hidden_size = hidden_size
        self.repr_size = repr_size
        self.num_heads = num_heads

        self.unary = nn.Linear(hidden_size, repr_size)
        self.pairwise = nn.Linear(repr_size, repr_size)
        self.attn = nn.ModuleList(
            [nn.Linear(3 * self.sub_repr_size, 1) for _ in range(num_heads)])
        self.message = nn.ModuleList(
            [nn.Linear(self.sub_repr_size, self.sub_repr_size) for _ in range(num_heads)])
        self.aggregate = nn.Linear(repr_size, hidden_size)
        self.dropout = nn.Dropout(0.1)
        self.norm = nn.LayerNorm(hidden_size)

    def reshape(self, x: torch.Tensor) -> torch.Tensor:
        new_x_shape = x.size()[:-1] + (self.num_heads, self.sub_repr_size)
        x = x.view(*new_x_shape)
        if len(new_x_shape) == 3: return x.permute(1, 0, 2)
        elif len(new_x_shape) == 4: return x.permute(2, 0, 1, 3)
        else: raise ValueError("Incorrect tensor shape")

        device = x.device; n = len(x)
        u = F.relu(self.unary(x))
        p = F.relu(self.pairwise(y))

        # Unary features (H, N, K/H)
        u_r = self.reshape(u)

        # Pairwise features (H, N, N, K/H)
        p_r = self.reshape(p)

        # Generate indices for pairwise concatenation
        i, j = torch.meshgrid(torch.arange(n, device=device), torch.arange(n, device=device))

        # Features used to compute attention (H, N, N, 3K/H)
        attn_features = torch.cat([u_r[:, i], u_r[:, j], p_r], dim=-1)

        # Attention weights (H,)
        weights = [F.softmax(l(f), dim=0) for f, l in zip(attn_features, self.attn)]

        # Repeated unary features along the third dimension (H, N, N, K/H)
        u_r_repeat = u_r.unsqueeze(dim=2).repeat(1, 1, n, 1)

        # Messages (H, N, N, K/H)
        messages = [l(f_1 * f_2) for f_1, f_2, l in zip(u_r_repeat, p_r, self.message)]

        aggregated_messages = self.aggregate(F.relu(
            torch.cat([(w * m).sum(dim=0) for w, m in zip(weights, messages)], dim=-1)
        )
        aggregated_messages = self.dropout(aggregated_messages)

        x = self.norm(x + aggregated_messages)
        return x, weights

Listing 2. PyTorch implementation of the modified transformer encoder layer.
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