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1. Overview

In this material, we provide more experimental results
on the challenging cases to further prove the effectiveness
and leading performance of the proposed method. The sup-
plementary material is organized as follows. In Sec. 2, we
present more visual comparisons of images with large ker-
nels from Lai et al.’s dataset [5]. In Sec. 3, we give more
comparisons on real-world images. In Sec. 4, we illustrate
more results of the proposed method with and without the
intermediate correction step to verify the effectiveness of
the proposed pixel screening strategy. In Sec. 5, we further
extend the proposed strategy to other state-of-the-art meth-
ods to prove its flexibility and effectiveness.

2. Lai et al.’s dataset

In Fig. 1 and Fig. 2, we compare the proposed model
with Xu et al. [11], Michaeli et al. [7], Dong et al. [4],
Chen et al. [1], Chen-sat [3], Liu et al. [6]. As Fig. 1
shows, the proposed method gets the most accurate kernel,
with which the final deblurred image contains minimal ar-
tifacts. In Fig. 2, the estimated kernel by our method is
closest to the ground-truth kernel and the deblurred image
also reaches the best visual performance .

3. Real-world images

In this part, we present more results of images captured
in the real scenes from Fig. 3 to Fig. 7. Especially, we se-
lect images of low-illumination, which are particularly chal-
lenging for blind deblurring. We compare our method to
the state-of-the-art methods [1, 3,4, 6, 8—10]. From Fig. 3 to
Fig. 7, we can see all other methods fail to derive the blur-
ring kernels in one case or two cases and converge to the
input kernel as a dot while our method is stable to derive
the blurring kernel to deblur the final sharp images. Com-

*Corresponding authors

pared with those algorithms specifically designed for satu-
rated images [3, 4, 9], our method is also comparable and
even shows better results.

4. With and without intermediate correction

As our method without the pixel screening strategy will
reduce to [6], this section emphasizes the comparison of the
proposed method with [6] from Fig. 1 to Fig. 8. As we
can see, the method of [0] is vulnerable in the cases with
saturated points and hardly derives the accurate kernels. In
contrast,applying the image correction to [6] can greatly im-
prove its performance in these cases. Particularly, a com-
parison of the methods with and without the intermediate
correction is presented in Fig. 8.

5. Extension to other methods

We apply the pixel screening map and the intermediate

image correction step to other blind deblurring methods [1—

,9, 10] which are divided into three classes. As the public
codes of [3,4,9] are encrypted, we reproduce them with the
performance as the public and then apply our method on
them to prove its effectiveness.
Prior based methods. The proposed post-processing strat-
egy is applied to the methods [ 1] and [10]. The comparisons
with and without image correction step are given in Fig. 9
Fig. 10. The proposed method makes up for their inability
to handle the saturated images.
Edge selection based methods. We apply the proposed
correction map to the intermediate image of [9] before their
edge selection step. As Fig. 11 shows, the method with
intermediate correction derives more accurate kernel which
removes the blur in the final latent image.
Outlier processing methods. For the outliers handling
methods [2—4], we remove the undesirable pixels in their
intermediate images before their kernel estimation step. As
Fig. 12, Fig. 13, Fig. 14 show, we improved their perfor-
mance on processing the saturated images.
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Figure 1. The comparison of an example from Lai’s dataset et al. [5] with large blur. In the left bottom corner list the kernels estimated
by different methods except the one in (a) is the exact blurring kernel applied to synthesize the blurry image. Our method is effective in
estimating the large blur kernels, comparing to other state-of-the-art methods. The final deblurred image with our kernel contains least
artifacts.
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Figure 2. The comparison of an example from Lai’s dataset et al. [5] with large blur. In the left bottom corner list the kernels estimated
by different methods except the one in (a) is the exact blurring kernel applied to synthesize the blurry image. Our method is effective in
estimating the large blur kernels, comparing to other state-of-the-art methods. The final deblurred image with our estimated kernel reaches
the sharpest visual quality with least ringing artifacts.
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Figure 3. Visual comparison of a low-light image, we can see from zoomed area that our method effectively eliminates the light streaks
caused by blur.
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Figure 4. Visual comparison of a low-illumination image captured in the real scene, our method recovers the final image contains minimal
artifacts and removes blur from the saturated area.
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Figure 5. Visual comparison of estimated kernel and deblurred results of a low-illumination image, our method explicitly removes the blur
in the saturated area.
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Figure 6. Deblurred results of a low-light image, our method removes the blur in the saturated pixels.
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Figure 7. Deblurred results of a saturated image, the proposed method is comparable with state-of-the-arts.
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Figure 8. Visual comparison of deblurred results before and after intermediate correction, where (b) and (c) are the intermediate latent
images of final result (d) and (e). Affected by the saturated pixels, the method of Liu [6] fails in estimating the blur kernel with any shape.
In shape contrast to it, our method recovers accurate blur kernels and high quality deblurred images after intermediate correction that
reduce those disadvantageous pixels. The images are best compared by zooming in.

Figure 9. Comparisons of [ 10] with and without our method, (a) the blurry images, (b) results of [ 10], (c) results of [ 1 0] with our correction.
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Figure 10. Comparisons of [ 1] with and without our method. (a): the blurry images, (b): results of [1], (c): results of [ 1] with our correction

Please zoom in for best visualization.

Figure 11. Comparisons of [9] with and without our method. (a): the blurry images, (b): results using [9], (c): reproduced results, (d)

results using our strategy. Please zoom in for best visualization.



Figure 12. Comparisons of [3] with and without our method. (a): the blurry images, (b): results using [3], (c): reproduce results, (d):
Results using our strategy. Please zoom in for best visualization.

Figure 13. Comparisons of [4] with and without our method. (a): the blurry images, (b): results using [4], (c): reproduce results, (d):
results using our strategy. Please zoom in for best visualization.
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Figure 14. Comparisons of [2] with and without our method. (a): the blurry images, (b): results using [2], (c): results using our strategy.
Please zoom in for best visualization.
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