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A. Performance of All Classes
Despite the focus on novel classes as previous works [1,

6], our NCDSS setting still maintains the ability of segment-
ing base classes. As shown in Tab. 1, our EUMS achieves
nearly 70% base mIoU on Fold0 and Fold3, and more than
60% base mIoU on Fold1 and Fold2. However, our per-
formance is not as competitive as the base model of stage
one despite the use of fully-annotated base data. There
are two reasons for this limitation. First, the model is re-
quired to segment all of base and novel classes together,
increasing the task difficulty. Second, there exist unlabeled
base classes in the novel images and the generated pseudo-
labels of the base classes are also not completely accurate.
Thus, bad cases are introduced into the base classes. The
above two factors limit the base class performance. How
to maintain the high base performance while discovering
novel classes in semantic segmentation deserves further ex-
plorations in the future.

Fold
mIoU

Base Novel All

PASCAL-50 69.28 69.79 69.40
PASCAL-51 66.95 60.11 65.32
PASCAL-52 62.87 56.28 61.30
PASCAL-53 69.83 50.18 65.15

Table 1. Performance of all classes.

B. Comparison with Related Settings
We further compare several methods under related set-

tings in Tab. 2 on PASCAL-5i. Our method clearly out-
performs the unsupervised learning method on all the folds.
Interestingly, our method performs higher on Fold0 when
compared with the methods using image/pixel-level labels.
However, these weak&few-shot methods generally give
better results on the other folds. Please note that directly
comparing our method with these weak&few-shot methods
is not exactly fair.

Method Setting Fold0 Fold1 Fold2 Fold3

PFENet [4] 1-Shot 61.7 69.5 55.4 56.3
ASGNet [2] 58.8 67.9 56.8 53.7

PFENet [4] 5-Shot 63.1 70.7 55.8 57.9
ASGNet [2] 63.7 70.6 64.2 57.4

CAM+RETAB [7] Weak-Shot 69.2 76.1 72.0 58.5
SEAM+RETAB [7] 65.4 74.5 73.0 58.9

MaskContrast [5] Unsupervised 55.3 38.9 35.6 37.0

EUMS NCDSS 69.8 60.1 56.3 50.2

Table 2. Comparison with peer methods.
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Figure 1. Accuracy (mIoU) of clustering pseudo-labels with dif-
ferent easy split ratio λ in Fold2.

C. Further Explanation on Easy Split Ratio
In our method, we set the easy split ratio λ as a hyper-

parameter. We study its impact on PASCAL-5i and observe
two phenomena. First, more incorrect labels are included
when λ is too large. Second, hard classes will be largely
ignored when λ is too small. We show the accuracy of
pseudo-labels with different λ in Fig. 1. The average ac-
curacy is poor when λ is 0.90, while the dinning table is
almost ignored when λ is 0.33. This motivates us to select
the easy split ratio and λ = 0.67 is the best choice.

D. Limitation
Semantic-relevant knowledge between base and novel

classes is required for novel class discovery. For exam-
ple, “potted plant” in Fold3 is a semantically different class
from the base classes. The mIoU of this class is only 34.5%,
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Figure 2. Qualitative comparison of segmentation results in MS COCO 2014 validation set. “Basic (20)” and “Basic (40)” denote the basic
framework with 20 and 40 clusters.

which is much less than the other novel classes in Fold3.

E. Visualization

We provide the qualitative comparison on COCO-20i [3]
in Fig. 2. Our EUMS can well handle the circumstances
that multiple classes exist in one image (the first and third
examples) and the cases that the object is tiny and hard to
segment (the second and fourth examples).
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