A. Implementation of Deformable DETR with
progressive predicting method.

We also deploy our progressive predicting approach on
the Deformable DETR [10] to demonstrate the generality
of our method. Similar to Sparse RCNN [8], the decoder
in Deformable DETR consists of 6 stages, whose decod-
ing stages are depicted in Figure. la. As described in the
manuscript, we integrate our designed components into the
last decoding stage. Figure. 1b also describe its detail archi-
tecture. For the hyper-parameters setting, .e.g. confidence
score threshold s, are identical to those adopted in Sparse
RCNN [&].

We choose the Deformable DETR with iterative bound-
ing box refinement. Following Deformable DETR [10], we
use ResNet-50 [3] pre-trained on ImageNet [2] as back-
bone. The model is trained with Adam optimizer and a
weight decay of 0.0001. The total training duration is 50
epochs on 8 GPUs with 1 image per GPU. The initial learn-
ing rate is 0.0002 and dropped by a factor of 0.1 after 40
epochs. The parameters initialization in the newly added
components and losses weights are identical to the origi-
nal work [10]. The default number of queries and stages is
500 and 6, respectively. The hyper-parameters s and 6 are
also 0.7 and 0.4, respectively. The gradients are detached at
proposal boxes from the second stage to stabilize training.
We stop gradient back-propagation from the last stage to the
previous decoding stages. Besides, those negative samples
who overlaps with ignore region with an intersection-over-
area(IoA) greater than 0.7 are not involved in training.

B. Performance change of a query-based de-
coder when handling crowded scenes.

The performance of a query-based detector would not
be improved but will degrade as the depth of a decoder in-
creases when handling crowded scenes. Experiments are
conducted on CrowdHuman dataset, taking Sparse RCNN
based on ResNet-50 as base detector. It equips with 500
queries. We adjust the depth of its decoder while keeping
the others unchanged. As is described in Table. 1, the per-
formance degrades as the depth of the decoder increases.

#Depth | #Queries | AP MR™2 ]I

6 90.7 447 814
7 90.6 457 81.0
8 500 904 459 803
9 90.7 444 809
10 90.2 46.6  80.0

Table 1: Experiment analysis as the depth of a decoder in-
creases, which performs on CrowdHuman dataset.
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(a) Decoder in deformable DETR [10]. MCA — multi-head cross-
attention, MSA — multi-head self-attention.
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(b) Decoder in SR-Deformable DETR (Ours). S — Prediction Se-
lector, R — Relation information extractor, LMSA — local multi-
head self-attention.

Figure 1: 1la is the architecture of decoding stage in de-
formable DETR [10]; 1b describes the decoding stage
structure equipped with our designed components for pro-
gressive predicting schema.

qt+1

C. Performance of query detector with large
model in crowded scenes.

To explore the detection upper bound of a query-
based detector in handling crowded scenes, we replace the
ResNet-50 [3] with a large backbone, Swin-Large [5]. Ex-
periments are conducted on CrowdHuman [7] and CityPer-
sons [9] datasets, with the same training strategy described
in the manuscript. As depicted in Table. 2, our method can
significantly boost the performance of a query-based detec-
tor equipped, which achieves a state-of-the-arts results on
both CrowdHuman and CityPersons validating datasets.

Method Dataset | #Queries| AP MR 2 J1

S-RCNN 500 93.1 399 85.1
D-DETR CHuman | 1000 93.8 374 86.5
S-RCNN+Ours 500 934 39.6 86.3
D-DETR+Ours 1000 94.1 37.7 87.1
S-RCNN 500 98.3 59 937
D-DETR CPersons| 500 964 84 92.0
S-RCNN+OQurs 500 984 4.9 94.2
D-DETR+Ours 500 97.5 59 937

Table 2: Experiment on CHuman(CrowdHuman) and CPer-
sons(CityPersons) with Swin-L [5]. S-RCNN - Sparse
RCNN [8&], D-DETR - Deformable DETR [10]
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Figure 2: Results visualization of RelationNet [4], IterDet [6], Sparse RCNN [&], deformable DETR [10] and our approach
based on them [8, 10]. Blue boxes are true positive detections, light yellow boxes are missed instances and orange boxes are
false positives. Green boxes represent progressively refined detections in our method.
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