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In this supplementary material, we first provide the im-
plementation details of our Generative prior ReciprocAted
Invertible rescaling Network (GRAIN) in Sec. 1. And then
we provide more visual results of GRAIN under different
settings in Sec. 2.

1. Implementation Details
We adopt the pre-trained StyleGANv2 model [3] (trained

on FFHQ [2], LSUN-Cat [7], or LSUN-Church [7] for di-
verse data domains) to produce the generative prior, whose
weights are fixed during training. In the default setting, we
downscale the HR image to the LR version with resolution
16×16 through our invertible encoder and then upscale it
to 1024×1024 to better investigate the invertibility under
extreme rescaling .

All training stages share a common component Lbase as
discussed in the main paper:

Lbase = λ1L2 + λ2LLPIPS + λ3Lid, (1)

where λ1 = 1.0, λ2 = 0.8 and λ3 = 0.1 (for the domains
other than human face, λ3 = 0). We also apply adversarial
loss Ladv with a constant λadv = 0.01 to encourage im-
age generation with realistic details. In addition, in Stage 1
and Final Stage, we adopt a L2 loss between the generated
LR image and ground-truth LR image with λLR = 0.1 to
produce semantically reasonable LR images.

Table 1 shows the model size (the number of parameters)
and training/inference time of GPEN [6], GLEAN [1] and
our method, on a machine with a Geforce RTX 3090. Note
that we finetuned GPEN in 512×512-resolution due to the
lack of released training code, hence it shows the best per-
formance because of its lower scaling factor. Although our
inference time is slightly higher than GLEAN, it achieves
superior image quality with a much smaller model size.

*Corresponding author (hesfe@scut.edu.cn).

Table 1. Model size and training/inference time.

Methods #Param (M) Train (days) Inference (ms)
GPEN [6] (32×) 71.01 1 101

GLEAN [1] (64×) 189.65 7 140
Ours (64×) 82.27 3 145

2. Qualitative Results

2.1. Ablation Studies

In Fig. 1, we show more visual results of ablation studies,
including our invertible LR image, direct invertible rescal-
ing output, StyleGAN output using our predicted codes
(compared with pSp [5]), without invertible encoder output,
image-level fusion output and final output with all modules.
Our final setting with all modules can generate faithful de-
tails and maintain a good fidelity, while artifacts can be ob-
served easily in other settings.

2.2. Comparisons with GAN Inversion Methods

We compare our framework with PULSE [4], pSp [5],
GPEN [6], and GLEAN [1]. The comparison results are
presented in Fig. 2, and our method demonstrates a supe-
rior performance in producing faithful and remarkable re-
sults. Note that we do not provide results of CNN-based
face super-resolution methods and invertible face restora-
tion methods as they are blurry and lack details, which can
be found in the main paper.

2.3. Results on Unseen Faces

We perform experiments on face images collected from
the Web which are unseen in the training to verify the gener-
alization capacity of our method in real world. Fig. 3 shows
the qualitative results and we can see that our method still
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generates results close to the ground truth, while artifacts
can be found easily in GPEN and GLEAN.

2.4. Results in Different Domains

Besides human face domain [3], we also extend our
method to various domains such as Cat [8] and Church [7].
As illustrated in Fig. 4 and Fig. 5, our method is able to
generate realistic results with plausible details in different
domains, demonstrating the powerful generalization capac-
ity.

2.5. Comparisons with JPEG Compression

Fig. 6 shows a visual comparison between our method
(with different LR resolutions) and JPEG (with different
image quality value). Our method achieves a good balance
between image quality and storage size.
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(a) LR (b) Invertible Only (c) pSp [5] (d) w/ Our Codes (e) w/o Invert. Enc. (f) Image-level (g) Ours (h) GT

Figure 1. Qualitative results on different variants of our method. (Zoom in for better view.)



(a) PULSE [4] (64×) (b) pSp [5] (64×) (c) GPEN [6] (32×) (d) GLEAN [1] (64×) (e) Ours (64×) (f) GT

Figure 2. Qualitative comparisons with GAN inversion methods. (Zoom in for better view.)



(a) GPEN (32×) (b) GLEAN (64×) (c) Ours (64×) (d) GT

Figure 3. Qualitative results on unseen faces.

(a) LR (b) Ours (c) GT

Figure 4. More results in the cat domain.

(a) LR (b) Ours (c) GT

Figure 5. More results in the church domain.



(a) quality=1 (b) quality=5 (c) quality=10 (d) quality=40 (e) quality=70

(f) 16×16 (g) 32×32 (h) 64×64 (i) 128×128 (j) GT

Figure 6. Qualitative comparisons with JPEG.


