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A. Omni-scale Gated Fusion for Faster-RCNN

In the Faster-RCNN detector [6], we use the backbone
features with the stride 16 to collect the feature maps F.
Different from FCOS [10], Faster-RCNN [6] is a two-stage
object detection method. Therefore we directly use the
RPN as the coarse detection heads to predict the candidate
boxes b. To adapt to multi-scale objects b, we construct
low-resolution, mid-resolution and high-resolution streams
in the omni-scale gated fusion module (see Figure 1). Each
stream contains convolutional layers with different kernels
to extract features of objects, where the 3 X 3 convolutional
layer with stride 2 is used to expand the receptive field.
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Figure 1. Omni-scale gated fusion module in the Faster-RCNN
detector [6]. “3x3_2” in the blue rectangles denotes the 3 x 3
convolutional layer with stride 2. d is the number of channels of
feature maps.

Since the RPN in Faster-RCNN [6] only predicts sparse
detections of the top K proposals, we first concatenate 3
feature maps and extract the corresponding Rol features
F € R3*KXdxTxT by the ROIAlign operation, where d
denotes the dimension of the feature. Given the width
w and height h of coarse detections, we can determine

the corresponding gating mask from and merge them into
M e RK Xdx 7><7.

B. Real-to-Artistic Adaptation Results

As presented in Table 1 and 2, we report the detection
accuracy for each category on Clipart and Watercolor [4]. It
can be seen that our method outperforms other state-of-the-
art algorithms. Specifically, our method achieves the best
performance on 7 out of 20 categories from PASCAL VOC

[2] to Clipart [4] and 3 out of 6 categories from PASCAL
VOC [2] to Watercolor [4] respectively.

C. Visual Adaptive Detection Results

We provide some adaptation object detection results in
Figure 2 and 3. It indicates that our method can achieve
state-of-the-art performance in various complex scenarios.
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Method Detector Backbone  aero Dbicycle bird boat bottle  bus car cat chair cow
Baseline  Faster-RCNN  ResNet-101  35.6 52.5 243 230 200 439 328 107 306 11.7
SW-DA [8] Faster-RCNN ResNet-101  26.2 48.5 326 337 385 543 371 18.6 348 583
SCL [9] Faster-RCNN  ResNet-101  44.7 50.0 336 274 422 556 383 192 379 69.0
ATF [3] Faster-RCNN  ResNet-101  41.9 67.0 274 364 410 485 420 131 392 751
PD[12] Faster-RCNN  ResNet-101  41.5 52.7 345 281 437 585 418 153 401 544
SAPNet [5] Faster-RCNN ResNet-101 274 70.8 320 279 424 635 475 143 482 46.1
Our Faster-RCNN  ResNet-101  35.5 64.6 27.8 345 416 664 498 268 43.6 56.7
table dog horse bike person plant sheep sofa train tv.  mAP
Baseline  Faster-RCNN  ResNet-101  13.8 6.0 36.8 459 487 419 165 73 229 320 278
SW-DA [8] Faster-RCNN ResNet-101  17.0 12.5 338 655 616 520 93 249 541 49.1 38.1
SCL [9] Faster-RCNN  ResNet-101  30.1 26.3 344 673 610 479 214 263 501 473 415
ATF [3] Faster-RCNN  ResNet-101  33.4 7.9 412 562 614 506 420 250 531 391 421
PD [12] Faster-RCNN  ResNet-101  26.7 28.5 377 754 637 487 165 308 545 487 42.1
SAPNet [5] Faster-RCNN  ResNet-101  31.8 17.9 438 680 68.1 490 187 204 558 513 422
ours Faster-RCNN  ResNet-101  24.3 20.9 432 843 742 411 174 276 565 57.6 44.8
Table 1. Real-to-Artistic adaptation detection results from PASCAL VOC to Clipart.
Method Detector Backbone bike bird car cat dog person mAP
Baseline Faster-RCNN ResNet-101 68.8 46.8 37.2 32.7 21.3 60.7 44.6
SW-DA [8] Faster-RCNN ResNet-101 82.3 559 46.5 32.7 35.5 66.7 53.3
SCL [9] Faster-RCNN ResNet-101 82.2 55.1 51.8 39.6 384 64.0 55.2
ATF [3] Faster-RCNN ResNet-101 78.8 59.9 479 41.0 34.8 66.9 54.9
PD [12] Faster-RCNN ResNet-101 95.8 54.3 48.3 424 35.1 65.8 56.9
SAPNet [5] Faster-RCNN ResNet-101 81.1 51.1 53.6 343 39.8 71.3 55.2
ours Faster-RCNN ResNet-101 87.6 499 56.9 374 44.6 72.5 58.1
Table 2. Real-to-Artistic adaptation detection results from PASCAL VOC to Watercolor.
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Figure 2. Weather adaptation and synthetic-to-real adaptation object detection results. From top to down: Cityscapes—FoggyCityscapes,
Sim10k—Cityscapes and KITTI—Cityscapes.



Figure 3. Real-to-Artistic adaptation object detection results. From left to right: PASCAL VOC—Clipart and PASCAL VOC— WaterColor.



