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A. Omni-scale Gated Fusion for Faster-RCNN
In the Faster-RCNN detector [6], we use the backbone

features with the stride 16 to collect the feature maps F .
Different from FCOS [10], Faster-RCNN [6] is a two-stage
object detection method. Therefore we directly use the
RPN as the coarse detection heads to predict the candidate
boxes b̃. To adapt to multi-scale objects b̃, we construct
low-resolution, mid-resolution and high-resolution streams
in the omni-scale gated fusion module (see Figure 1). Each
stream contains convolutional layers with different kernels
to extract features of objects, where the 3× 3 convolutional
layer with stride 2 is used to expand the receptive field.

Figure 1. Omni-scale gated fusion module in the Faster-RCNN
detector [6]. “3x3 2” in the blue rectangles denotes the 3 × 3
convolutional layer with stride 2. d is the number of channels of
feature maps.

Since the RPN in Faster-RCNN [6] only predicts sparse
detections of the top K proposals, we first concatenate 3
feature maps and extract the corresponding RoI features
F ∈ R3×K×d×7×7 by the ROIAlign operation, where d
denotes the dimension of the feature. Given the width
w and height h of coarse detections, we can determine
the corresponding gating mask from and merge them into
M ∈ RK×d×7×7.

B. Real-to-Artistic Adaptation Results
As presented in Table 1 and 2, we report the detection

accuracy for each category on Clipart and Watercolor [4]. It
can be seen that our method outperforms other state-of-the-
art algorithms. Specifically, our method achieves the best
performance on 7 out of 20 categories from PASCAL VOC

[2] to Clipart [4] and 3 out of 6 categories from PASCAL
VOC [2] to Watercolor [4] respectively.

C. Visual Adaptive Detection Results

We provide some adaptation object detection results in
Figure 2 and 3. It indicates that our method can achieve
state-of-the-art performance in various complex scenarios.
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Method Detector Backbone aero bicycle bird boat bottle bus car cat chair cow
Baseline Faster-RCNN ResNet-101 35.6 52.5 24.3 23.0 20.0 43.9 32.8 10.7 30.6 11.7

SW-DA [8] Faster-RCNN ResNet-101 26.2 48.5 32.6 33.7 38.5 54.3 37.1 18.6 34.8 58.3
SCL [9] Faster-RCNN ResNet-101 44.7 50.0 33.6 27.4 42.2 55.6 38.3 19.2 37.9 69.0
ATF [3] Faster-RCNN ResNet-101 41.9 67.0 27.4 36.4 41.0 48.5 42.0 13.1 39.2 75.1
PD [12] Faster-RCNN ResNet-101 41.5 52.7 34.5 28.1 43.7 58.5 41.8 15.3 40.1 54.4

SAPNet [5] Faster-RCNN ResNet-101 27.4 70.8 32.0 27.9 42.4 63.5 47.5 14.3 48.2 46.1
Our Faster-RCNN ResNet-101 35.5 64.6 27.8 34.5 41.6 66.4 49.8 26.8 43.6 56.7

table dog horse bike person plant sheep sofa train tv mAP
Baseline Faster-RCNN ResNet-101 13.8 6.0 36.8 45.9 48.7 41.9 16.5 7.3 22.9 32.0 27.8

SW-DA [8] Faster-RCNN ResNet-101 17.0 12.5 33.8 65.5 61.6 52.0 9.3 24.9 54.1 49.1 38.1
SCL [9] Faster-RCNN ResNet-101 30.1 26.3 34.4 67.3 61.0 47.9 21.4 26.3 50.1 47.3 41.5
ATF [3] Faster-RCNN ResNet-101 33.4 7.9 41.2 56.2 61.4 50.6 42.0 25.0 53.1 39.1 42.1
PD [12] Faster-RCNN ResNet-101 26.7 28.5 37.7 75.4 63.7 48.7 16.5 30.8 54.5 48.7 42.1

SAPNet [5] Faster-RCNN ResNet-101 31.8 17.9 43.8 68.0 68.1 49.0 18.7 20.4 55.8 51.3 42.2
ours Faster-RCNN ResNet-101 24.3 20.9 43.2 84.3 74.2 41.1 17.4 27.6 56.5 57.6 44.8

Table 1. Real-to-Artistic adaptation detection results from PASCAL VOC to Clipart.

Method Detector Backbone bike bird car cat dog person mAP
Baseline Faster-RCNN ResNet-101 68.8 46.8 37.2 32.7 21.3 60.7 44.6

SW-DA [8] Faster-RCNN ResNet-101 82.3 55.9 46.5 32.7 35.5 66.7 53.3
SCL [9] Faster-RCNN ResNet-101 82.2 55.1 51.8 39.6 38.4 64.0 55.2
ATF [3] Faster-RCNN ResNet-101 78.8 59.9 47.9 41.0 34.8 66.9 54.9
PD [12] Faster-RCNN ResNet-101 95.8 54.3 48.3 42.4 35.1 65.8 56.9

SAPNet [5] Faster-RCNN ResNet-101 81.1 51.1 53.6 34.3 39.8 71.3 55.2
ours Faster-RCNN ResNet-101 87.6 49.9 56.9 37.4 44.6 72.5 58.1

Table 2. Real-to-Artistic adaptation detection results from PASCAL VOC to Watercolor.
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Figure 2. Weather adaptation and synthetic-to-real adaptation object detection results. From top to down: Cityscapes→FoggyCityscapes,
Sim10k→Cityscapes and KITTI→Cityscapes.



Figure 3. Real-to-Artistic adaptation object detection results. From left to right: PASCAL VOC→Clipart and PASCAL VOC→WaterColor.


