A. Appendix
A.l. Theoretical Results

Theorem 1. For a given threshold ¢ > 0, the generated
text feature by LAFITE satisfies Sim( fimg(x;), h}) > cwith
probability at least
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where d is the dimension number of features, T'(z) =
fooo v~ Le~%dx is the Gamma function.
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Proof. Without loss of generality, we omit the subscript for
clearness.
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Consequently,
Prob(Sim( fimg (i), 1)) > ¢)
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By the cumulative distribution function (CDF) of inner
product of random vectors on sphere [3], we know that
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Prob(a™ < z) =

Dataset #train  #validation caption/image
MS-COCO 82k 40k 5

CUB 9k 3k 10
LN-COCO 134k 8k 1

MM CelebA-HQ 24k 6k 10

Table 7. Statistics of datasets. The last column indicates ratio of
captions vs images.

where d is the dimension number of features, I'(z) =
Jo~ ¥~ 'e~"da is the Gamma function. Thus we have
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which completes the proof. O

A.2. Experiment Details

Datasets The statistics of datasets are summarized in Ta-
ble 7.

Algorithm 2 Image feature extraction process

1: Input: An image dataset {x;}} ,, image resolu-
tion w x w, pre-trained fing, hyper-parameters a >
0,k>1

2: // Image feature generation

3: fort=1tondo

4:  if use data augmentation then

5 Initialize h} + 0;

6: for j = 1tokdo

7: h! < h! + fime(CROP(x;)), where CROP(-)

denotes randomly cropping image to be w’ X
w’, w' is an integer randomly sampled from the

range [a, w];
8: end for
9: h} < hl/k;
10:  else
11: Initialize h} < fime(x;);
12:  end if
13: end for

Image feature extraction In practice, we use random
cropping as data augmentation when we extract the image
features, which is presented in Algorithm 2. The pseudo
text features will be generated by perturb the average fea-
ture of augmented samples. In our implementation, we set
k = 1,a = 256 to extract image features used in generating
h’, while we set £ = 1, a = 128 in contrastive loss (7).



RoF SA FID| ISt SOA-Ct SOA-I*
v 24.85 23.74  30.54 48.72
v 2542 2114  23.14 38.32
v v 1804 2720  36.84 54.16

Table 8. Ablation study on discriminator logits in language-free
setting. RoF denotes “real or fake” term, SA denotes “semantic
alignment” term.

Hyper-parameter The hyper-parameters are selected
based on the performance on MS-COCO dataset. Specif-
ically, 7 is selected from [0.1,0.2,0.5,1.0,2.0], A,y are se-
lected from [0, 1, 2, 5, 10, 20, 50].

Exponential sharpening In practice, we found that ap-
plying an extra exponential sharpening in contrastive loss
makes it easier to reproduce the experiment results, i.e. we
add an extra exponential operation right before the softmax
function in (6) and (7). Our implementation can be found at
https://github.com/drboog/Lafite.

A.3. More Results

We provide the implementation details of image genera-
tion with multi-modal conditions, an ablation study on dis-
criminator, and more generated examples under language-
free setting.

Generation with multi-modal conditions To generate an
image conditioned on both a reference image and text de-
scription, we first extract the text feature h; from the given
text, and pseudo text feature h) from the image. Then
h;, h}, will be feed into the pre-trained generator, leading
to two conditional style codes u; and uy. We construct a
new conditional style code, whose elements are randomly
selected from the corresponding elements in either u; or
us. The new conditional style code will be fed into the gen-
erator to generate the desired image.

Note that generation conditioned on image is not recon-
struction. Thus when only a reference image is provided,
the generated image may have differences with the given
image. However, they will share some visible characteris-
tics that are semantic meaningful as illustrated in our exam-
ples.

Ablation study on discriminator We test the impact of
each term of 4 under language-free setting. The results are
provided in Table 8, from which we can see that both terms
are important, while the real or fake” term seems to be
more important.

Generated examples Some text-to-image generation re-
sults on CUB, MS-COCO, MM CelebA-HQ, LN-COCO
are provided in the following figures.



A city street line
with brick buildings
and trees.

A baseball player
taking a swing at an
incoming ball.

A street scene
with a double-
decker bus on the
side of the road.

A close up of a
plate of broccoli
and sauce.

A group of young
people riding snow
boards down a snow
covered hillside.

A crowd watching
baseball players at a
game.

A great shot of a full A road with traffic
kitchen and partially lights, street lights and
a table. cars.

A grand building is A minimalist room
topped with tower features white
clocks and sits within ~ appliances and

a clear blue sky. beige walls.

Figure 8. Generating examples on MS-COCO dataset.

the small bird has
a pointed bill and
is red breasted.

a brilliant purple
headed bird with a

long, thin, sharp bill.

a bird with black
feathers, black
feet, and a black,
pointed bill.

a grey bird sits
on a bench.

a black and shiny
blue bird with
curved top bill.

this bird is orange
and green with a
tiny beak.

a black bird with a small bird with a black
bright orange coverts head and white under
and upper coverts. body with orange color

mixed in all over.

a small bird has a the round bird has a
yellow breast, a yellow white belly and
bellow and a short small bill in

comparison to the

orange bill.
rest of its body.

Figure 9. Generating examples on CUB dataset.
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He is bald, and
smiling and has big
nose.

He has bangs,
mouth slightly open,
big nose, and brown
hair. He is young,

He is young and
has goatee, and
oval face.

He has pale skin. He
is attractive. He has
no beard.

He has bags under
eyes, and big nose.
He is young.

She has arched
eyebrows, and big
lips and wears heavy
makeup, and lipstick.

and attractive.

She has bangs.
She wears
heavy makeup.
She is smiling,
and attractive.

The woman has
arched eyebrows,
mouth slightly open,
black hair, high
cheekbones, wavy

This woman has
mouth slightly
open. She wears
lipstick. She is
smiling.

hair, and pointy nose.

She is wearing
lipstick.

The woman has
arched eyebrows,
mouth slightly open,
big lips, high
cheekbones, and
bags under eyes.
She is wearing
earrings.

Figure 10. Generating examples on MM CelebA-HQ dataset.

A woman is sitting
on the chair at the
table on which a
full plate pizza and
a tissue and fork
are there. Behind
her there is a wall.

In this image | can
see a aeroplane
which is white in
color flying in the
air, and in the
background | can
see the sky and
the moon..

In this image we
can see five sheep,
in the front we can
see some grass
and some rocks, in
the background
we can see some
trees, in the
middle there is
water, we can also
see sky and clouds
here.

In the image we
can see there is a
dog who is sitting
on the ground and
there is a kennel,
there is a dog bed
in it and there is a
dog bowl.

In this picture we can
see a person skating on
a skateboard, in the
background we can see
a shed, a pole, some of
the trees here, on the
top we can see a cloudy
sky, this person wore a
black color t-shirt.

This is the picture
of the river. There
is a boat on the
water. There are
two persons and a
dog in the boat
and there is a flag
at the end of the
boat. At the back
there are trees. At
the top there is a
sky. At the bottom
there is a water.

In the image there
is a spring roll
cheese pizzaon a
wooden plate and
back of it there is
another pizza on a
wooden plate,
Both are on floor.

Figure 11. Generating examples on LN-COCO dataset.

In the picture
there is a snow, in
a which a person
is diving in the
snow with the
skateboard, there
are many trees
covered with the
snow, there are
mountains, there
is a clear sky.

This is a picture
taken in the
outdoors. It is
sunny. There are
group of
elephants
drinking water in
the river. Behind
the elephants
there are trees.

Here we can see
three persons are
skating on the snow
with ski boards. They
wear a helmet and
he has goggles. In
the background
there is a sky.



Additional Text Information

Reference No text “Evening” “Sunny” “Cloudy”

No text “Blue” “Yellow” “Orange”
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Figure 12. Generating images with multi-modal conditions (conditioned on both image and text) on MS-COCO dataset.

Additional Text Information

Reference No text “Regd” “Blue” “Yellow”

Figure 13. Generating images with multi-modal conditions (conditioned on both image and text) on CUB dataset.



Additional Text Information

: “ " “ :
Reference | No text Black Blonde Wearing

hair” hair” Glasses”

’% Oy

; —a

ﬁ

Figure 14. Generating images with multi-modal conditions (conditioned on both image and text) on MM CelebA-HQ dataset.

Additional Text Information

Reference No text “Evening” “Sunny” “Cloudy”

No text

“Yellow”

Figure 15. Generating images with multi-modal conditions (conditioned on both image and text) on LN-COCO dataset.



