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Figure S1. Different materials. (a) Cotton (b) Polyester (c) Teflon
(d) Polyimide (e) Aerogel.

1. Adversarial Attack Demo in the Physical
World

See Supplementary Video 1 for the demo.

2. Details about Physical Test of Thermal Insu-
lation Materials

We tested two common fabrics (cotton and polyester),
two thermal insulation tapes (Teflon and polyimide), and
a new type of material (aerogel). Their photos are shown
in Figure S1 . The size of these material samples was
6cm× 6cm× 6mm. We put these samples on the standard
heat source (Figure S2(a)) produced by HGH company,
which could maintain a uniform temperature in an area of
10cm× 10cm with an accuracy of one thousandth of a de-
gree Celsius. The environment temperature was 24.7◦C.
The target temperature of the heat source was set to 37.0◦C,
which is also the temperature of the human body. Then we
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Figure S2. Physical test of thermal insulation materials. (a) Stan-
dard heat source (b) Temperature vs. time curve of different mate-
rials

covered the surface of the heat source with different insula-
tion materials. We used the point temperature measurement
function in FLIR T630sc infrared camera to measure the
temperature of the material surface. We randomly selected
10 points each time, and calculated the average value as the
measured temperature. The distance between the infrared
camera and the surface of the material was 30cm. We mea-
sured it every 1 hour, for a total of 5 hours, and obtained
results in Figure S2(b). The results showed that the aerogel
had good thermal insulation properties and remained stable
over time.

3. Hyper-parameter Settings during Optimiza-
tion

We describe the digital attack process for YOLOv3 [12]
in Section 4.3.1 of the main paper. Some hyper-parameter
settings were as follows. The batch size was 8, and the ini-
tial learning rate was set to 0.03. If the loss function did
not drop after 50 iterations, then the learning rate gradually



Figure S3. The manufacturing process of the “QR code” clothing. See Supplementary Video 2 for more details.

decreased until 0.001, and the optimization process ended
at that time. We got a stable pattern in this way. The exper-
iments were conducted on 8 1080Ti GPUs.

4. The Manufacturing Process of the “QR
Code” Clothing

Figure S3 describes the manufacturing process of the
“QR code” clothing. See Supplementary Video 2 for more
details. We first printed the texture pattern we designed on a
1.5m× 1.5m cloth. The purpose is to better guide us in the
subsequent pasting of aerogel materials. We hired a tailor
to make the cloth into a piece of clothing. Next, we stuck
double-sided tape on the black area of clothes. Then, we
cropped the aerogel felt into many blocks and encapsulated
the blocks with scotch tape, and finally glued the blocks to
the black area of the cloth.

5. Details about Ensemble Attack

During the optimization process of the ensemble attack,
we used four models: YOLOv2 [11], YOLOv3, Faster-
RCNN [13], Mask-RCNN [4]. The YOLOv2 model was
implemented in adversarial-yolo [1]. The YOLOv3 model
was implemented in Pytorch-YOLOv3 [7]. The Faster-
RCNN and Mask-RCNN model were implemented in the
torchvision [10] library. We used the Adam optimizer [5].
The batch size was 1. The settings of learning rate were the
same as described in Section 3 in the Supplementary Mate-
rial. During the attack process, We tested three models:
RetinaNet [6], Libra-RCNN [9], and Deformable DETR
[17]. They were all implemented in the mmdetection [8]
library.

6. Details about Adversarial Defense Methods

We tested five typical methods to defense our attack
method in the digital world. These methods included pre-
processing defenses (spatial smoothing [16] and Total Vari-
ance Minimization [3]), adversarial training [2], and their
combinations (adversarial training + spatial smoothing and
adversarial training + Total Variance Minimization). For
spatial smoothing, we chose a typical method: Gaussian
filtering. We used the Gaussian filter implemented in the
SciPy [14] Ndimage library. For Total Variance Minimiza-
tion, we used the Total Variance Minimization module in
Adversarial Robustness Toolbox [15] library. For adversar-
ial training, we used the data augmentation method. The
adversarial training data contains clean images and adver-
sarial images, and the ratio of adversarial images to clean
images was 1:5. Other training settings were the same as
in Section 4.3.1 of the main paper. We used the adversar-
ial texture shown in Figure 4(a) (in the main paper) to test
the effectiveness of these defense methods. The results are
shown in Table S1.

The results indicated that these methods had a certain de-

Table S1. Defense Methods

Defense Methods AP increase by
Gaussian Filtering 18.7%

Total Variance Minimization 17.9%
Adversarial Training 22.1%
Gaussian Filtering

+ Adversarial Training 24.5%

Total Variance Minimization
+ Adversarial Training 22.3%



Figure S4. A person wearing adversarial clothing with a cover
(left) and a person wearing ordinary clothing (right). (a) Visible
light view. We blurred facial area for privacy reasons. (b) Infrared
view.

fense effect, and the combination methods were better than
the single defense method. The most effective way (adver-
sarial training + Gaussian filtering) increased the AP from
12.3% to 36.8% only, and our attack method still lowered
the AP by 63.2%, which showed that our attack method was
still effective.

7. Adversarial Clothing with a Cover
In the previous experiments, we stuck the aerogel blocks

on the surface of the clothes. But this type of clothing may
look strange under visible light view. To make the adver-
sarial clothes more natural in the visible light view, we put
an extra layer of ordinary clothing on the adversarial “QR
code” clothing (Figure 7(b) in the main paper). Figure S4(a)
shows a person wearing adversarial clothing with a cover
(left) and a person wearing ordinary clothing (right) in the
visible light view. We photographed them with visible light
and infrared cameras respectively, and input the infrared
images into the YOLOv3 model. The detection threshold
was 0.7, same as before. Figure S4(b) shows an example.
Although the adversarial “QR code” pattern looked a little
blurry than the case of wearing only adversarial clothes, the
adversarial attack could still be successful because of the
penetrability of thermal infrared imaging. This inspired us
to use aerogel as the interlayer of clothes. One interesting
extension is to make adversarial clothing that looks like a
down jacket, which will have both adversarial effect and
warmth retention effect.
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