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Figure 1. Visualization of log-cosh loss with a hyperparameter ρ.

1. Visualization of log-cosh loss
Since the loss that used to prevent space collapse is cal-

culated with samples in the minibatch, we adopt a Log-
Cosh loss considering the random permutation caused by
minibatch training. Log-cosh loss imposes a small penalty
for small permutation and a hyperparameter ρ is further
adopted to smooth the loss curve around zero, which we
set to 0.2. We visualize the log-cosh loss in Fig. 1.

2. More Experimental Demonstration on the
ADG Incomplete Alignment

In addition to PACS, we provide visualization results on
VLCS (Fig. 2) and Camelyon17 (Fig. 4) to show the in-
complete alignment of existing adversarial domain general-
izaiton methods as DANN [3] and CDANN [10].

3. More Experimental Demonstration on the
ADG Space Collapse

In addition to PACS, we provide visualization results on
VLCS (Fig. 3) and iWildCam (Fig. 5) to show the space
collapse cased by DANN [3] and CDANN [10]. ADG leads
to a smaller space collapse for datasets with a large num-
ber of domains, e.g. iWildCam with 323 domains. This
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should be attributed to the fact that the large number of do-
mains makes the domain discriminator hard to train and thus
cannot exert an significant influence on the representation
learning.

4. Experimental Results on Domainbed
We conduct experiments on DomainBed to validate the

effectiveness of our method.

4.1. Experimental Settings

DomainBed contains an extensive set of domain gener-
alization methods, including IRM [1], Group DRO [13],
Mixup [16, 17], MLDG [8], CORAL [15], MMD [9],
DANN [3], CDANN [10], MTL [2], SagNet [11],
ARM [18], V-REx [7], RSC [5], Fish [14], and Fishr [12].
We use the training-domain validation set for model selec-
tion, and results for compared methods are retrieved from
the DomainBed Benchmark [4] or [12]. We follow the con-
figuration of DomainBed, and run all the experiments with
three random seeds. For each seed, we make 20 hyperpa-
rameter queries and detail hyperparameter settings are sum-
marized in Sec. 4.3. Note, DomainBed is a collection of
synthetic datasets that do not necessarily reflect real-world
domain shifts. Moreover, for some datasets the performance
of ERM for in-domain vs out-of-domain data are very simi-
lar, suggesting that the domain shifts are not significant and
that it may not be appropriate to apply approaches other
than ERM. Thus, we focus our experimental attention more
on the Wilds dataset, which represents real-world datasets
with significant domain shifts. Given these issues, our goal
with DomainBed is simply to demonstrate that LADG can
perform competitively to other DG approaches.

4.2. Results for DomainBed

We summarize the results in Table 1 and detailed re-
sults on each dataset are shown in Tables 2-8. According
to the results, the performance of our method are among the
SOTA methods. Moreover, compared to other ADG meth-
ods, i.e., DANN [3] and CDANN [10], LADG achieves sig-
nificant improvements for almost all datasets. For exam-

1



(a) ERM (b) DANN

(c) CDANN (d) Ours

Figure 2. Visualization of learned representation on the VLCS dataset. * denotes testing domain. Different shapes (colors) represent
different classes (domains).

(a) Vk(H) (b) R(H) (c) RC(H)

Figure 3. The feature space will collapse with adversarial domain alignment on VLCS. We pretrain the model for 600 steps with ERM and
then ADG methods are applied. Our method trained with Lcr could avoid space collapse.



(a) ERM (b) DANN

(c) CDANN (d) Ours

Figure 4. Visualization of learned representation on the Camelyon17 dataset. * denotes OOD validation domain. Different shapes (colors)
represent different classes (domains).

(a) Vk(H) (b) R(H)

Figure 5. The feature space on iWildCam. We skip the pretraining stage with ERM. iWildCam contains much larger number of domains
and the space collapse is not significant.



ple, our method gains 2.3% and 3.3% improvements over
DANN and CDANN, respectively, on PACS. This should
be attributed to the fine-grained domain alignment by the
localized domain discriminator and also the loss to prevent
the space collapse.

4.3. Hyperparameter Settings

We pretrain the featurizer ϕ, primary task predictor w,
and domain discriminator for our method. To ensure a fair
comparison, we subtract the total number of training steps
and epochs by that of pretrainining to train our method. The
discriminator is composed of a GatedGCN layer and two
fully connected layers.

We provide a hyperparameter selection range for Do-
mainBed. We search the τ from {1, 2}, γ from {0.1, 1},
and λ from {0.1, 0.5}. We follow other configurations as the
ERM of DomainBed but fix the batchsize as default for all
datasets [4]. That is, for non small-scale datasets, we fix the
batchsize as 32, and randomly select the learning rate from
10Uniform(−5,−3.5), weight decay from 10Uniform(−6,−2), and
dropout rate from {0, 0.1, 0.5} following the default set-
tings of DomainBed [4]. For small-scale datasets including
variants of MNIST, we fix the batchsize as 64 and randomly
select the learning rate from 10Uniform(−4.5,−3.5).

For Wilds [6], we search the τ from {1, 2}, γ from
{0.1, 1}, and λ from {0.1, 0.5}. We basically follow the de-
fault settings of Wilds for other hyperparameters which are
summarized in Table 9.
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Algorithm Colored MNIST Rotated MNIST VLCS PACS OfficeHome TerraIncognita DomainNet Avg

ERM 51.5 ± 0.1 98.0 ± 0.0 77.5 ± 0.4 85.5 ± 0.2 66.5 ± 0.3 46.1 ± 1.8 40.9 ± 0.1 66.6
IRM 52.0 ± 0.1 97.7 ± 0.1 78.5 ± 0.5 83.5 ± 0.8 64.3 ± 2.2 47.6 ± 0.8 33.9 ± 2.8 65.4
GroupDRO 52.1 ± 0.0 98.0 ± 0.0 76.7 ± 0.6 84.4 ± 0.8 66.0 ± 0.7 43.2 ± 1.1 33.3 ± 0.2 64.8
Mixup 52.1 ± 0.2 98.0 ± 0.1 77.4 ± 0.6 84.6 ± 0.6 68.1 ± 0.3 47.9 ± 0.8 39.2 ± 0.1 66.7
MLDG 51.5 ± 0.1 97.9 ± 0.0 77.2 ± 0.4 84.9 ± 1.0 66.8 ± 0.6 47.7 ± 0.9 41.2 ± 0.1 66.7
CORAL 51.5 ± 0.1 98.0 ± 0.1 78.8 ± 0.6 86.2 ± 0.3 68.7 ± 0.3 47.6 ± 1.0 41.5 ± 0.1 67.5
MMD 51.5 ± 0.2 97.9 ± 0.0 77.5 ± 0.9 84.6 ± 0.5 66.3 ± 0.1 42.2 ± 1.6 23.4 ± 9.5 63.3
MTL 51.4 ± 0.1 97.9 ± 0.0 77.2 ± 0.4 84.6 ± 0.5 66.4 ± 0.5 45.6 ± 1.2 40.6 ± 0.1 66.2
SagNet 51.7 ± 0.0 98.0 ± 0.0 77.8 ± 0.5 86.3 ± 0.2 68.1 ± 0.1 48.6 ± 1.0 40.3 ± 0.1 67.2
ARM 56.2 ± 0.2 98.2 ± 0.1 77.6 ± 0.3 85.1 ± 0.4 64.8 ± 0.3 45.5 ± 0.3 35.5 ± 0.2 66.1
VREx 51.8 ± 0.1 97.9 ± 0.1 78.3 ± 0.2 84.9 ± 0.6 66.4 ± 0.6 46.4 ± 0.6 33.6 ± 2.9 65.6
RSC 51.7 ± 0.2 97.6 ± 0.1 77.1 ± 0.5 85.2 ± 0.9 65.5 ± 0.9 46.6 ± 1.0 38.9 ± 0.5 66.1
Fish 51.6 ± 0.1 98.0 ± 0.0 77.8 ± 0.3 85.5 ± 0.3 68.6 ± 0.4 45.1 ± 1.3 42.7 ± 0.2 67.1
Fishr 52.0 ± 0.2 97.8 ± 0.0 77.8 ± 0.1 85.5 ± 0.4 67.8 ± 0.1 47.4 ± 1.6 41.7 ± 0.0 67.1
DANN 51.5 ± 0.3 97.8 ± 0.1 78.6 ± 0.4 83.6 ± 0.4 65.9 ± 0.6 46.7 ± 0.5 38.3 ± 0.1 66.1
CDANN 51.7 ± 0.1 97.9 ± 0.1 77.5 ± 0.1 82.6 ± 0.9 65.8 ± 1.3 45.8 ± 1.6 38.3 ± 0.3 65.6
Ours 52.0 ± 0.2 97.8 ± 0.1 77.7 ± 0.4 85.9 ± 0.8 66.7 ± 1.0 47.7 ± 1.2 40.2 ± 0.6 66.9

Table 1. Results on Domainbed. We use training-domain validation set for model selection.

Algorithm +90% +80% -90% Avg

ERM 71.7 ± 0.1 72.9 ± 0.2 10.0 ± 0.1 51.5
IRM 72.5 ± 0.1 73.3 ± 0.5 10.2 ± 0.3 52.0
GroupDRO 73.1 ± 0.3 73.2 ± 0.2 10.0 ± 0.2 52.1
Mixup 72.7 ± 0.4 73.4 ± 0.1 10.1 ± 0.1 52.1
MLDG 71.5 ± 0.2 73.1 ± 0.2 9.8 ± 0.1 51.5
CORAL 71.6 ± 0.3 73.1 ± 0.1 9.9 ± 0.1 51.5
MMD 71.4 ± 0.3 73.1 ± 0.2 9.9 ± 0.3 51.5
MTL 70.9 ± 0.2 72.8 ± 0.3 10.5 ± 0.1 51.4
SagNet 71.8 ± 0.2 73.0 ± 0.2 10.3 ± 0.0 51.7
ARM 82.0 ± 0.5 76.5 ± 0.3 10.2 ± 0.0 56.2
VREx 72.4 ± 0.3 72.9 ± 0.4 10.2 ± 0.0 51.8
RSC 71.9 ± 0.3 73.1 ± 0.2 10.0 ± 0.2 51.7
Fish - - - 51.6
Fishr 72.3 ± 0.9 73.5 ± 0.2 10.1 ± 0.2 52.0
DANN 71.4 ± 0.9 73.1 ± 0.1 10.0 ± 0.0 51.5
CDANN 72.0 ± 0.2 73.0 ± 0.2 10.2 ± 0.1 51.7
Ours 72.9 ± 0.3 73.0 ± 0.2 10.0 ± 0.1 52.0

Table 2. Results on Colored MNIST. We use training-domain validation set for model selection.



Rotated MNIST 0 15 30 45 60 75 Avg

ERM 95.9 ± 0.1 98.9 ± 0.0 98.8 ± 0.0 98.9 ± 0.0 98.9 ± 0.0 96.4 ± 0.0 98.0
IRM 95.5 ± 0.1 98.8 ± 0.2 98.7 ± 0.1 98.6 ± 0.1 98.7 ± 0.0 95.9 ± 0.2 97.7
GroupDRO 95.6 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 99.0 ± 0.0 98.9 ± 0.0 96.5 ± 0.2 98.0
Mixup 95.8 ± 0.3 98.9 ± 0.0 98.9 ± 0.0 98.9 ± 0.0 98.8 ± 0.1 96.5 ± 0.3 98.0
MLDG 95.8 ± 0.1 98.9 ± 0.1 99.0 ± 0.0 98.9 ± 0.1 99.0 ± 0.0 95.8 ± 0.3 97.9
CORAL 95.8 ± 0.3 98.8 ± 0.0 98.9 ± 0.0 99.0 ± 0.0 98.9 ± 0.1 96.4 ± 0.2 98.0
MMD 95.6 ± 0.1 98.9 ± 0.1 99.0 ± 0.0 99.0 ± 0.0 98.9 ± 0.0 96.0 ± 0.2 97.9
MTL 95.6 ± 0.1 99.0 ± 0.1 99.0 ± 0.0 98.9 ± 0.1 99.0 ± 0.1 95.8 ± 0.2 97.9
SagNet 95.9 ± 0.3 98.9 ± 0.1 99.0 ± 0.1 99.1 ± 0.0 99.0 ± 0.1 96.3 ± 0.1 98.0
ARM 96.7 ± 0.2 99.1 ± 0.0 99.0 ± 0.0 99.0 ± 0.1 99.1 ± 0.1 96.5 ± 0.4 98.2
VREx 95.9 ± 0.2 99.0 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 98.7 ± 0.1 96.2 ± 0.2 97.9
RSC 94.8 ± 0.5 98.7 ± 0.1 98.8 ± 0.1 98.8 ± 0.0 98.9 ± 0.1 95.9 ± 0.2 97.6
Fish - - - - - - 98.0
Fishr 95.0 ± 0.3 98.5 ± 0.0 99.2 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 96.5 ± 0.0 97.8
DANN 95.0 ± 0.5 98.9 ± 0.1 99.0 ± 0.0 99.0 ± 0.1 98.9 ± 0.0 96.3 ± 0.2 97.8
CDANN 95.7 ± 0.2 98.8 ± 0.0 98.9 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 96.1 ± 0.3 97.9
Ours 94.9 ± 0.2 98.9 ± 0.1 99.1 ± 0.0 99.0 ± 0.1 98.6 ± 0.1 96.4 ± 0.2 97.8

Table 3. Results on Rotated MNIST. We use training-domain validation set for model selection.

Algorithm A C P S Avg

ERM 84.7 ± 0.4 80.8 ± 0.6 97.2 ± 0.3 79.3 ± 1.0 85.5
IRM 84.8 ± 1.3 76.4 ± 1.1 96.7 ± 0.6 76.1 ± 1.0 83.5
GroupDRO 83.5 ± 0.9 79.1 ± 0.6 96.7 ± 0.3 78.3 ± 2.0 84.4
Mixup 86.1 ± 0.5 78.9 ± 0.8 97.6 ± 0.1 75.8 ± 1.8 84.6
MLDG 85.5 ± 1.4 80.1 ± 1.7 97.4 ± 0.3 76.6 ± 1.1 84.9
CORAL 88.3 ± 0.2 80.0 ± 0.5 97.5 ± 0.3 78.8 ± 1.3 86.2
MMD 86.1 ± 1.4 79.4 ± 0.9 96.6 ± 0.2 76.5 ± 0.5 84.6
MTL 87.5 ± 0.8 77.1 ± 0.5 96.4 ± 0.8 77.3 ± 1.8 84.6
SagNet 87.4 ± 1.0 80.7 ± 0.6 97.1 ± 0.1 80.0 ± 0.4 86.3
ARM 86.8 ± 0.6 76.8 ± 0.5 97.4 ± 0.3 79.3 ± 1.2 85.1
VREx 86.0 ± 1.6 79.1 ± 0.6 96.9 ± 0.5 77.7 ± 1.7 84.9
RSC 85.4 ± 0.8 79.7 ± 1.8 97.6 ± 0.3 78.2 ± 1.2 85.2
Fish - - - - 85.5
Fishr 88.4 ± 0.2 78.7 ± 0.7 97.0 ± 0.1 77.8 ± 2.0 85.5
DANN 86.4 ± 0.8 77.4 ± 0.8 97.3 ± 0.4 73.5 ± 2.3 83.6
CDANN 84.6 ± 1.8 75.5 ± 0.9 96.8 ± 0.3 73.5 ± 0.6 82.6
Ours 85.5 ± 0.5 81.3 ± 0.8 97.0 ± 0.9 79.7 ± 1.7 85.9

Table 4. Results on PACS. We use training-domain validation set for model selection.



Algorithm C L S V Avg

ERM 97.7 ± 0.4 64.3 ± 0.9 73.4 ± 0.5 74.6 ± 1.3 77.5
IRM 98.6 ± 0.1 64.9 ± 0.9 73.4 ± 0.6 77.3 ± 0.9 78.5
GroupDRO 97.3 ± 0.3 63.4 ± 0.9 69.5 ± 0.8 76.7 ± 0.7 76.7
Mixup 98.3 ± 0.6 64.8 ± 1.0 72.1 ± 0.5 74.3 ± 0.8 77.4
MLDG 97.4 ± 0.2 65.2 ± 0.7 71.0 ± 1.4 75.3 ± 1.0 77.2
CORAL 98.3 ± 0.1 66.1 ± 1.2 73.4 ± 0.3 77.5 ± 1.2 78.8
MMD 97.7 ± 0.1 64.0 ± 1.1 72.8 ± 0.2 75.3 ± 3.3 77.5
MTL 97.8 ± 0.4 64.3 ± 0.3 71.5 ± 0.7 75.3 ± 1.7 77.2
SagNet 97.9 ± 0.4 64.5 ± 0.5 71.4 ± 1.3 77.5 ± 0.5 77.8
ARM 98.7 ± 0.2 63.6 ± 0.7 71.3 ± 1.2 76.7 ± 0.6 77.6
VREx 98.4 ± 0.3 64.4 ± 1.4 74.1 ± 0.4 76.2 ± 1.3 78.3
RSC 97.9 ± 0.1 62.5 ± 0.7 72.3 ± 1.2 75.6 ± 0.8 77.1
Fish - - - - 77.8
Fishr 98.9 ± 0.3 64.0 ± 0.5 71.5 ± 0.2 76.8 ± 0.7 77.8
DANN 99.0 ± 0.3 65.1 ± 1.4 73.1 ± 0.3 77.2 ± 0.6 78.6
CDANN 97.1 ± 0.3 65.1 ± 1.2 70.7 ± 0.8 77.1 ± 1.5 77.5
Ours 97.6 ± 0.8 66.0 ± 0.2 70.4 ± 2.4 76.8 ± 0.4 77.7

Table 5. Results on VLCS. We use training-domain validation set for model selection.

Algorithm L100 L38 L43 L46 Avg

ERM 49.8 ± 4.4 42.1 ± 1.4 56.9 ± 1.8 35.7 ± 3.9 46.1
IRM 54.6 ± 1.3 39.8 ± 1.9 56.2 ± 1.8 39.6 ± 0.8 47.6
GroupDRO 41.2 ± 0.7 38.6 ± 2.1 56.7 ± 0.9 36.4 ± 2.1 43.2
Mixup 59.6 ± 2.0 42.2 ± 1.4 55.9 ± 0.8 33.9 ± 1.4 47.9
MLDG 54.2 ± 3.0 44.3 ± 1.1 55.6 ± 0.3 36.9 ± 2.2 47.7
CORAL 51.6 ± 2.4 42.2 ± 1.0 57.0 ± 1.0 39.8 ± 2.9 47.6
MMD 41.9 ± 3.0 34.8 ± 1.0 57.0 ± 1.9 35.2 ± 1.8 42.2
MTL 49.3 ± 1.2 39.6 ± 6.3 55.6 ± 1.1 37.8 ± 0.8 45.6
SagNet 53.0 ± 2.9 43.0 ± 2.5 57.9 ± 0.6 40.4 ± 1.3 48.6
ARM 49.3 ± 0.7 38.3 ± 2.4 55.8 ± 0.8 38.7 ± 1.3 45.5
VREx 48.2 ± 4.3 41.7 ± 1.3 56.8 ± 0.8 38.7 ± 3.1 46.4
RSC 50.2 ± 2.2 39.2 ± 1.4 56.3 ± 1.4 40.8 ± 0.6 46.6
Fish - - - - 45.1
Fishr 50.2 ± 3.9 43.9 ± 0.8 55.7 ± 2.2 39.8 ± 1.0 47.4
DANN 51.1 ± 3.5 40.6 ± 0.6 57.4 ± 0.5 37.7 ± 1.8 46.7
CDANN 47.0 ± 1.9 41.3 ± 4.8 54.9 ± 1.7 39.8 ± 2.3 45.8
Ours 50.6 ± 3.0 45.5 ± 1.7 55.0 ± 1.4 39.7 ± 3.1 47.7

Table 6. Results on TerraIncognita. We use training-domain validation set for model selection.



Algorithm A C P R Avg

ERM 61.3 ± 0.7 52.4 ± 0.3 75.8 ± 0.1 76.6 ± 0.3 66.5
IRM 58.9 ± 2.3 52.2 ± 1.6 72.1 ± 2.9 74.0 ± 2.5 64.3
GroupDRO 60.4 ± 0.7 52.7 ± 1.0 75.0 ± 0.7 76.0 ± 0.7 66.0
Mixup 62.4 ± 0.8 54.8 ± 0.6 76.9 ± 0.3 78.3 ± 0.2 68.1
MLDG 61.5 ± 0.9 53.2 ± 0.6 75.0 ± 1.2 77.5 ± 0.4 66.8
CORAL 65.3 ± 0.4 54.4 ± 0.5 76.5 ± 0.1 78.4 ± 0.5 68.7
MMD 60.4 ± 0.2 53.3 ± 0.3 74.3 ± 0.1 77.4 ± 0.6 66.3
MTL 61.5 ± 0.7 52.4 ± 0.6 74.9 ± 0.4 76.8 ± 0.4 66.4
SagNet 63.4 ± 0.2 54.8 ± 0.4 75.8 ± 0.4 78.3 ± 0.3 68.1
ARM 58.9 ± 0.8 51.0 ± 0.5 74.1 ± 0.1 75.2 ± 0.3 64.8
VREx 60.7 ± 0.9 53.0 ± 0.9 75.3 ± 0.1 76.6 ± 0.5 66.4
RSC 60.7 ± 1.4 51.4 ± 0.3 74.8 ± 1.1 75.1 ± 1.3 65.5
Fish - - - - 68.6
Fishr 62.4 ± 0.5 54.4 ± 0.4 76.2 ± 0.5 78.3 ± 0.1 67.8
DANN 59.9 ± 1.3 53.0 ± 0.3 73.6 ± 0.7 76.9 ± 0.5 65.9
CDANN 61.5 ± 1.4 50.4 ± 2.4 74.4 ± 0.9 76.6 ± 0.8 65.8
Ours 63.9 ± 1.1 52.5 ± 0.45 73.2 ± 0.6 77.4 ± 0.7 66.7

Table 7. Results on OfficeHome. We use training-domain validation set for model selection.

DomainNet clip info paint quick real sketch Avg

ERM 58.1 ± 0.3 18.8 ± 0.3 46.7 ± 0.3 12.2 ± 0.4 59.6 ± 0.1 49.8 ± 0.4 40.9
IRM 48.5 ± 2.8 15.0 ± 1.5 38.3 ± 4.3 10.9 ± 0.5 48.2 ± 5.2 42.3 ± 3.1 33.9
GroupDRO 47.2 ± 0.5 17.5 ± 0.4 33.8 ± 0.5 9.3 ± 0.3 51.6 ± 0.4 40.1 ± 0.6 33.3
Mixup 55.7 ± 0.3 18.5 ± 0.5 44.3 ± 0.5 12.5 ± 0.4 55.8 ± 0.3 48.2 ± 0.5 39.2
MLDG 59.1 ± 0.2 19.1 ± 0.3 45.8 ± 0.7 13.4 ± 0.3 59.6 ± 0.2 50.2 ± 0.4 41.2
CORAL 59.2 ± 0.1 19.7 ± 0.2 46.6 ± 0.3 13.4 ± 0.4 59.8 ± 0.2 50.1 ± 0.6 41.5
MMD 32.1 ± 13.3 11.0 ± 4.6 26.8 ± 11.3 8.7 ± 2.1 32.7 ± 13.8 28.9 ± 11.9 23.4
MTL 57.9 ± 0.5 18.5 ± 0.4 46.0 ± 0.1 12.5 ± 0.1 59.5 ± 0.3 49.2 ± 0.1 40.6
SagNet 57.7 ± 0.3 19.0 ± 0.2 45.3 ± 0.3 12.7 ± 0.5 58.1 ± 0.5 48.8 ± 0.2 40.3
ARM 49.7 ± 0.3 16.3 ± 0.5 40.9 ± 1.1 9.4 ± 0.1 53.4 ± 0.4 43.5 ± 0.4 35.5
VREx 47.3 ± 3.5 16.0 ± 1.5 35.8 ± 4.6 10.9 ± 0.3 49.6 ± 4.9 42.0 ± 3.0 33.6
RSC 55.0 ± 1.2 18.3 ± 0.5 44.4 ± 0.6 12.2 ± 0.2 55.7 ± 0.7 47.8 ± 0.9 38.9
Fish - - - - - - 42.7
Fishr 58.2 ± 0.5 20.2 ± 0.2 47.7 ± 0.3 12.7 ± 0.2 60.3 ± 0.2 50.8 ± 0.1 41.7
DANN 53.1 ± 0.2 18.3 ± 0.1 44.2 ± 0.7 11.8 ± 0.1 55.5 ± 0.4 46.8 ± 0.6 38.3
CDANN 54.6 ± 0.4 17.3 ± 0.1 43.7 ± 0.9 12.1 ± 0.7 56.2 ± 0.4 45.9 ± 0.5 38.3
Ours 55.8 ± 0.7 18.5 ± 0.8 46.5 ± 1.2 11.9 ± 0.2 59.4 ± 0.9 49.1 ± 0.7 40.2

Table 8. Results on DomainNet. We use training-domain validation set for model selection.

iWildCam Camelyon17 PovertyMap FMoW CivilComments Amazon

batchsize 32 120 64 64 32 16
# domains per batch 4 3 8 4 4 4
Featurizer resnet50 densenet121 resnet18 densenet121 distilbert distilbert
lr 3e-5 0.001 0.001 0.0001 1e-5 1e-5

Table 9. Settings for Wilds. We basically follow the default settings of Wilds.


