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Abstract

How to build a system for robust classification and
recognition of facial expressions has been one of the most
important research issues for successful interactive comput-
ing applications. However, previous datasets and studies
mainly focused on facial expression recognition in a con-
trolled/lab setting, therefore, could hardly be generalized
in a more practical and real-life environment. The Affec-
tive Behavior Analysis in-the-wild (ABAW) 2022 competi-
tion released a dataset consisting of various video clips of
facial expressions in-the-wild. In this paper, we propose a
method based on the ensemble of multi-head cross atten-
tion networks to address the facial expression classification
task introduced in the ABAW 2022 competition. We built a
uni-task approach for this task, achieving the average F1-
score of 34.60 on the validation set and 33.77 on the test
set, ranking second place on the final leaderboard.

1. Introduction
Recognition of facial expression is becoming more im-

portant for various interactive computing domains, such as
human-computer/machine interaction, human-robot inter-
action, and human-AI interaction. Understanding the user’s
affective states is essential for intelligent agents to provide
appropriate services to the users. However, previous stud-
ies on facial expression mainly utilized a set of human faces
captured in a controlled setting, resulting in various limita-
tions of the application in-the-wild. Recently, several works
focusing on the affective behavior analysis in-the-wild have
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been introduced to realize the generation of trust, under-
standing, and closeness between humans and machines in
real-life environments. [10].

The 3rd competition on Affective Behavior Analysis in-
the-wild (ABAW), held in conjunction with the IEEE In-
ternational Conference on Computer Vision and Pattern
Recognition (CVPR) 2022, is a place where researchers can
present their own contributions on the automatic analysis of
human behavior and emotion recognition which is robust to
video recording conditions, diversity of contexts, and tim-
ing of display [10]. The 3rd ABAW competition is based
on the Aff-Wild2 database [11–17] which is an extension of
the Aff-wild database [27] and consists of the following four
tracks: 1) Valence-Arousal (VA) estimation, 2) Expression
classification, 3) Action Unit (AU) detection, and 4) Multi-
Task-Learning (MTL). For the VA estimation challenge, to-
tally 564 videos of around 2.8M frames that contain annota-
tions in terms of valence and arousal (values ranged contin-
uously in [-1, +1]) are used. Here, arousal is the level of au-
tonomic activation which ranges from calm to excited while
Valence is the level of pleasantness defined along a contin-
uum from negative to positive [4]. Similarly, for the expres-
sion classification challenge, totally 548 videos of around
2.7M frames that contain annotations in terms of the 6 ba-
sic expressions (i.e., Anger, Disgust, Fear, Happy, Sad, Sur-
prised), plus the neutral state, plus a category ’other’ that
denotes expressions/affective states other than the 6 basic
ones are used [10]. The AU detection task provides 547
videos of around 2.7M frames containing annotations in
terms of 12 action units based on the facial action coding
system (FACS) are used [2]. Finally, the multi-task learn-
ing task provides a set of videos annotated with both all of
these expression labels [10].
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In this paper, we propose a method based on the multi-
head cross attention networks proposed by [25] to solve the
the 8-class facial expression classification challenge. To
handle various challenging issues introduced in this task,
such as a class imbalance problem and the lack of visually
diverse images for certain emotional classes, we extended
our training dataset with external databases and data aug-
mentation techniques, applied the focal loss algorithm [18],
and implemented an ensemble-based prediction approach.

2. Method
To generate a generalizable and robust deep learning

model for facial expression classification in-the-wild, we
first focused on analyzing characteristics and distributions
of the training dataset provided by the competition orga-
nizers and then adopting more advanced CNN architec-
tures and various learning techniques to improve the per-
formance.

2.1. Data Pre-processing

To develop successful deep learning applications in
terms of model performance, obtaining a large number of
data with diversity is essential. However, as shown in Ta-
ble 1, the Aff-wild2 dataset has a class imbalance problem,
resulting in some emotional categories having far fewer im-
ages than others. For example, the number of images with
”Neutral” class is 18x larger than that of images with ”Fear”
class. To address this issue, we used the following two
strategies: 1) adding external databases and 2) applying var-
ious data augmentation techniques. First, we downloaded
and processed external facial expression databases, such as
AffectNet [20], ExpW [29], and Ai-Hub dataset [1]. The
images included in these databases were generally captured
and recorded under in-the-wild settings. The sample im-
ages from each dataset can be found from Figure 1. As
shown in the figure, Aff-wild2 and AffectNet datasets share
the same facial expression categories while ExpW and Ai-
Hub datasets provide only part of expression categories in-
cluded in the Aff-wild2 dataset. Note that Ai-hub dataset [1]
is comprised of facial expression images taken by Korean
actors in-the-wild. Among various images included in the
Ai-hub dataset, we only used a set of images with ”Neu-
tral”, ”Anger”, ”Fear”, and ”Surprise” expressions. We be-
lieve that this extension could not only add more diversity
in terms of visual appearances but also mitigate the im-
balance problems between the classes except for the ”Dis-
gust” case. Second, we employed various data augmenta-
tion techniques (i.e., color jitter, random crop, horizontal
flip, color jitter with random crop, random crop with flip) to
prevent over-fitting. Finally, we cropped the face region of
each image using DeepFace face detector algorithm [23,24]
and then resized every patch into 224 x 224 scale. Table 1
shows the statistics of raw dataset we used when training the

model and Figure 2 depicts the difference between the data
distribution of the original training dataset and our extended
dataset.

2.2. Model Architecture

The overall architecture of our method is illustrated in
Figure 3. Our method is based on the approach called
”DAN” [25] which consists of the following two modules:
Feature Clustering Network (FCN) and attention phases:
Multi-head cross Attention Network (MAN) and Attention
Fusion Network (AFN). Specifically, the FCN module ex-
tracts the intermediate visual features from a set of input
images in a class discriminative manner to maximize the
inter-class margin and minimize the intra-class margin [25].
To secure class discrimination, they introduced a new loss
function called affinity loss which makes it possible for the
features from the same class to move closer to the median
of the class while getting further away from other classes.
The affinity loss is defined as:

Laf =

∑M
i=1

∥∥∥x′

i − cyi

∥∥∥2
2

σ2
c

(1)

, where i-th input vector is xi ∈ X (input feature space), and
target is yi ∈ Y (target space), c denotes a class center (c
∈ Rm×d, where M is the dimension of Y and d is the di-
mension of class centers) which is randomly sampled from
Gaussian distribution, and σc indicates the standard devia-
tion among class centers. For feature extraction in the FCN
module, we utilized a ResNet-50 network [8] pretrained on
VGGFace2 dataset [5] as a backbone.

The MAN module is composed of parallel cross-head at-
tention units which are combinations of spatial and channel
attention units. The MAN module takes the features from
the FCN module as input and outputs a set of attention maps
by implicitly combining the features extracted from the two
above dimensions (i.e., spatial and channel-wise ones). Fi-
nally, the AFN module attempts to merge these attention
maps (i.e. outputs from the MAN module) in an orches-
trated fashion. The cross attention heads are supervised to
center on different critical regions and avoid overlapping at-
tentions using the partition loss, which is designed to maxi-
mize the variance among the attention maps, defined as:

Lpt =
1

NC

N∑
i=1

C∑
j=1

log(1 +
k

σ2
ij

) (2)

, where k is the number of cross attention, N is the number
of samples, C is the channel size of the attention maps, and
σ2
ij depicts the variance of the j-th channel on the i-th sam-

ple. The merged attention map is then used for computing
the class confidence with a linear layer.
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Figure 1. Examples of training samples in each dataset

Table 1. Data statistics

Database Neutral Anger Disgust Fear Happy Sad Suprise Other
Aff-Wild2 177,498 16,573 10,810 9,080 95,633 79,862 31,637 165,866
AffectNet 74,874 24,882 3,803 6,378 134,415 25,459 14,090 3,750

ExpW 34,883 3,671 3,395 1,088 30,537 10,559 7,060 -
AI-Hub 43,299 59,696 - 59,262 - - 59,643 -

Total 330,554 104,822 18,008 75,808 260,585 115,880 112,430 169,616

Figure 2. Training data statistics

The final loss function is therefore defined as:

L = Laf + Lpt + Lfo (3)

, where Lfo denotes the focal loss proposed by [18] that is
known to produce a more robust performance in case a class
imbalance problem occurs. For more details about DAN
architecture, please refer [25].

2.3. Ensemble approach

Generally, it is widely known that an ensemble of mul-
tiple weak models even show better performances than a
single strong model [6]. Therefore, an ensemble approach
typically consists of a set of individual models that predict
their own labels for a given sample. Among several en-
semble approaches available, in this study, we employed a
bagging approach [3] where each classifier is trained with a
subset of training data, as illustrated in the bottom of Fig-
ure 3. By training with the sub-sampled training data, each
individual model can observe different aspects of training
samples, thereby learning different representations/features.
Finally, we applied a soft voting (i.e., probability-based vot-
ing) method to integrate the predictions from a set of trained
models, thereby resulting in the final label of a test sample.

3. Experiments and Results

In this section, we report the performance of our frame-
work on the both official validation set and testing set pre-
pared for the ABAW 2022 competition. The evaluation met-
ric for the expression classification task is defined as :

PEXPR =

∑
F1class
8

(4)

, where F1class denotes F1 score per class.
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Figure 3. Overview of the proposed architecture

3.1. Training setup

Our framework was trained with a batch size of 1,024
and the ADAM optimizer with a learning rate of 0.0001.
To avoid overfitting and achieve a stable performance, we
adopted the following regularization and learning tech-
niques: weight decay with a value of 0.0001, gradient clip-
ping with a threshold value of 1.0, and the Exponential
decay learning rate scheduler. Also, the number of cross
attention heads was set to 4. The summary of the hyper-
parameters used in this study is shown in Table 2.

As depicted in Table 1, the training dataset provided by
the ABAW 2022 competition shows an unbalanced data dis-
tribution, so that some emotional categories have far fewer
images than others. Therefore, we also applied a weighted
data sampling method in which the sampling frequency of
data for each class in each batch is adjusted according to
the different weights given to the class when loading im-
ages during the training process of ensemble models. In
other words, by giving a higher weigh to the class with a
smaller proportion of data, we draw more samples of that
class during the sampling process.

All the experiments were conducted using a GPU server
equipped with six NVIDIA RTX 3090 GPUs, 128 GB
RAM, and an Intel i9-10940X CPU. We used Pytorch
framework for the implementation/modification, training
and evaluation of the model.

Table 2. Hyperparameter setting

Hyper-parameter Value
Batch Size 1024
Optimizer ADAM
Learning Rate 1e−4

Learning Rate Scheduler Exponential Decay
Epochs 8
Optimizer Weight Decay 1e−4

Number of Cross Attention Head 4

3.2. Model configurations

Based on the overall architecture discussed in Section
2.2, we built various models with four different configu-
rations and evaluated their initial performances using the
Aff-wild2 validation set. The model configuration dimen-
sions we defined in this work are 1) data sampling ratio (i.e.,
training with sub-sampled data or full dataset?) and 2) train-
ing strategy (i.e., training from scratch or fine-tuning with
pretrained weights?). In addition to these dimensions, we
also applied an ensemble approach for weak models (i.e.,
models trained with sub-sampled data). As a result, we
could obtain the following models to be validated: 1) a sin-
gle model fine-tuned with full data (DAN TL), 2) a single
model trained from scratch with full data (DAN Scratch),
3) ensemble of models each of which fine-tuned with sub-
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sampled data (DAN Weak Ensemble TL), and 4) ensem-
ble of models each of which trained from scratch with sub-
sampled data (DAN Weak Ensemble Scratch). Finally, we
also built an ensemble model which integrates all the con-
figurations described above (DAN Ensemble).

3.3. Performance evaluation

First, the performance of our various models was com-
pared with those of a competition baseline (VGG16 network
pretrained on the VGGFace dataset) and the DAN base-
line (a model pretrained on the AffectNet-8 dataset with a
ResNet18 backbone pretrained on the MSCeleb-1M dataset
[7]). Table 3 summarizes the average F1 score of each
model on the official validation set. The baseline of this
year’s competition achieved 23% while the DAN baseline
[25] scored 22.60%. The average F1 scores from our DAN
TL and DAN Scratch methods were 31.7% and 33.3%, re-
spectively, which outperform the baselines. These imply
that the extended training dataset and several modifications
to the original DAN architecture could contribute to the per-
formance improvement. On the other hand, the ensemble-
based methods (i.e., DAN Weak Ensemble TL, DAN Weak
Ensemble Scratch, and DAN Ensemble) could also achieve
comparable performances, resulting in the average F1-score
of 33.23%, 33.47%, and 34.60%, respectively. During the
training step, every single weak model was trained with a
sub-sample dataset, learning different views of underlying
feature representations, thereby increasing the base model
diversity which is essential for a robust ensemble architec-
ture. It is also worth noting that DAN Ensemble method
(Ensemble using all the DAN variants) performed the best
(34.60%), implying that a set of big DAN models and a
set of weak ensembles could complement each other, which
leads to better performances.

Based on the validation result, we chose the DAN En-
semble method as our final model and the prediction results
from this model on the official testset were submitted for
the final evaluation. Table 4 shows the leader-board for the
expression classification task of the ABAW 2022 competi-
tion. The leader-board only includes a list of valid submis-
sions that achieved better performance than the baseline. As
shown in the table, the baseline method produced the aver-
age F1 score of 20.50 which is similar to that on the valida-
tion set. Our approach ranked second with an F1 score of
33.77%, following the method of the Netease Fuxi Virtual
Human group with an F1 score of 35.87%. From this result,
we could observe that our approach (DAN Ensemble) at-
tempted to reduce generalization errors using multi-faceted
features from a set of ensembles, yielding a stable perfor-
mance for even unseen data. As a result, this result shows
the feasibility of the proposed approach for the classifica-
tion of facial expressions in-the-wild.

Table 3. Average F1 scores on the validation set (”TL” denotes
”Transfer Learning”, ”Scratch” denotes training from scratch,
”Weak Ensemble” denotes aggregation of the weak models, and
”Ensemble” denotes the result from the aggregation of all models
we trained).

Method F1(%)
baseline 23.00
DAN (ResNet18) pretrained on AffectNet-8 22.60
DAN (ResNet50) TL 31.70
DAN (ResNet50) Scratch 33.30
DAN (ResNet50) Weak Ensemble TL 33.23
DAN (ResNet50) Weak Ensemble Scratch 33.47
DAN (ResNet50) Ensemble 34.60

Table 4. Average F1 scores on the test set

Method F1(%)
baseline 20.50
USTC-NELSLIP 21.91
dgu [9] 27.2
PRL [21] 28.6
HSE-NN [22] 30.25
AlphaAff [26] 32.17
Netease Fuxi Virtual Human [28] 35.87
Ours (DAN Ensemble) 33.77

4. Conclusion

In this paper, we proposed an ensemble approach of
multi-head cross attention networks to address the facial
expression challenge introduced in ABAW 2022. In ad-
dition, we also collected and pre-processed various facial
expression-related datasets so that our networks learn more
robust feature representations from the images of diverse
appearances. Finally, our approach produced promising re-
sults with the average F1 score of 34.60 on the validation
set and 33.77 on the final test set, which positioned second
place on the leader-board. In our future work, we plan to
extend our approach to handle the VA estimation task, AU
detection task, and multi-task-learning task. Our current ap-
proach, however, still suffers from the class imbalance prob-
lem, resulting in much lower performance in some emo-
tional classes like ”Disgust”. Therefore, we will attempt
to exploit various generative approaches for artificial facial
expression synthesis/generation to tackle this issue. Finally,
we will study a method to exploit the temporal relationship
between the video frames and utilize multi-modal features
during the multi-task learning process to achieve more im-
proved performances.
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