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In this supplementary material, we present more ex-
perimental results that could not be included in the main
manuscript due to the lack of space.

A. Qualitative comparisons
A.1. MSCOCO

Figure A and B show that our Hand4Whole produces
more accurate results on in-the-wild images of MSCOCO.
In particular, ours produce much better 3D hands results.

A.2. 3DPW

The video in this link1 shows that our Hand4Whole pro-
duces more accurate and plausible expressive 3D human
mesh than ExPose [2] and FrankMocap [10] on videos of
3DPW [11]. In particular, ours achieves much better and
stable hands results when hands are invisible by using body
and hand MCP joint features. On the other hand, Ex-
Pose and FrankMocap do not use body features, which re-
sults in implausible 3D hands. Hand4Whole, ExPose, and
FrankMocap are run on every single frame without lever-
aging temporal information. We did not apply any post-
processing, such as average filtering, on the outputs. The
results of ExPose and FrankMocap are obtained by their of-
ficially released codes.

License of the Used Assets

• MSCOCO dataset [7] belongs to the COCO Consortium
and are licensed under a Creative Commons Attribution
4.0 License.

• Human3.6M dataset [5]’s licenses are limited to aca-
demic use only.

• MPII dataset [1] is released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

1https://www.youtube.com/watch?v=Ym_CH8yxBso

• 3DPW dataset [11] is released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

• FreiHAND dataset [12] is released for academic research
only and it is free to researchers from educational or re-
search institutes for non-commercial purposes.

• FFHQ dataset [6]’s individual images were published in
Flickr by their respective authors under either Creative
Commons BY 2.0, Creative Commons BY-NC 2.0, Pub-
lic Domain Mark 1.0, Public Domain CC0 1.0, or U.S.
Government Works license. The dataset itself (including
JSON metadata, download script, and documentation) is
made available under Creative Commons BY-NC-SA 4.0
license by NVIDIA Corporation.

• Stirling dataset [4] is released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

• EHF dataset [9] is released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

• AGORA dataset [8] is released for academic research
only and it is free to researchers from educational or re-
search institutes for non-commercial purposes.

• ExPose [2] codes are released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

• FrankMocap [10] codes are CC-BY-NC 4.0 licensed.
• PIXIE [3] codes are released for academic research only

and it is free to researchers from educational or research
institutes for non-commercial purposes.
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Figure A. Qualitative comparison of the proposed Hand4Whole, ExPose [2], FrankMocap [10], and PIXIE [3] on MSCOCO.
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Figure B. Qualitative comparison of the proposed Hand4Whole, ExPose [2], FrankMocap [10], and PIXIE [3] on MSCOCO.
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