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In this supplementary material, we present more ex-
perimental results that could not be included in the main
manuscript due to the lack of space.

A. Qualitative results

A.1. 3D body-only pseudo-GTs

Figure A (a) shows NeuralAnnot produces far better 3D
body pseudo-GTs than SMPLify-X. In particular, it pro-
duces much better results when the poses in input images
have truncations and complicated articulations. Figure A
(b) shows our NeuralAnnot is highly robust to occlusions
and truncation in crowd scenes of CrowdPose [5]. Figure A
(c) shows additional results on Human3.6M [2] and MPI-
INF-3DHP [7].

A.2. 3D hand-only pseudo-GTs

Figure B shows 3D hand pseudo-GTs of our NeuralAn-
not on InterHand2.6M [8]. It successfully produces 3D
pseudo-GTs from highly complicated interacting hand im-
ages.

A.3. 3D face-only pseudo-GTs

Figure C shows that NeuralAnnot and SMPLify-X pro-
duce similar 3D face pseudo-GTs. Unlike the body and
hand parts, the face part does not involve complicated artic-
ulation, which makes SMPLify-X work well and produce
similar results to those of NeuralAnnot.

A.4. 3D whole-body pseudo-GTs

Figure D (a) shows NeuralAnnot produces much better
expressive whole-body 3D pseudo-GTs than SMPLify-X on
MSCOCO. Figure D (b) shows more qualitative results of
NeuralAnnot on MSCOCO.

B. Running SMPLify-X on 3D joint coordi-
nates

As original SMPLify-X does not consider 3D joint co-
ordinates during the optimization, we modified it to con-
sider 3D joint coordinates for 3D pseudo-GTs of Hu-
man3.6M [2], MPI-INF-3DHP [7], and InterHand2.6M [8],
which provide GT 3D joint coordinates. To this end, we
made two modifications.
Camera initialization. We initialize extrinsic camera pa-
rameters R and t using hip and shoulder 3D joint coordi-
nates by performing SVD. For the 3D pseudo-GTs of hands,
we use five hand joints, which include the wrist, index root,
middle root, ring root, and pinky root. R and t represent a
3D rotation matrix and 3D translation vector, respectively,
from a human model coordinate system to a dataset coor-
dinate system. We chose the hip and shoulder joints or the
five hand joints as they can roughly decide the 3D global
rotations of the human body or hands, respectively, while
end-point joints (e.g., wrists and ankles for the body and
fingertips for the hands) cannot.
3D data term. We changed the 2D data term of SMPLify-
X to the 3D data term, which calculates a distance between
the GT 3D joint coordinates and 3D joint coordinates from
a mesh. The 3D joint coordinates from a mesh are obtained
by a joint regression matrix, defined in human models. We
use a Geman-McClure error function [1] for the distance
used in the 2D data term of the original SMPLify-X. We
tried several other distances, such as L1 and L2, and found
that Geman-McClure error function [1] and L1 work the
best. The distance is calculated in a meter scale, and we set
the weight of the data term to 106, which works the best.

C. Qualitative comparisons between two-stage
NeuralAnnot and EFT

In Table 7 of the main manuscript, we showed our two-
stage NeuralAnnot produces more beneficial 3D pseudo-
GTs than previous two-stage annotators, such as SPIN [4]



and EFT [3]. To this end, we changed our NeuralAnnot to a
two-stage annotator by training it on initial 3D pseudo-GTs
of Human3.6M, MPI-INF-3DHP, and MSCOCO, where the
initial 3D pseudo-GTs are obtained by our original one-
stage NeuralAnnot. Figure E shows that changing our origi-
nal one-stage NeuralAnnot to a two-stage annotator can cor-
rect possibly wrong 3D pseudo-GTs to better ones. Figure F
shows that our two-stage NeuralAnnot produces better 3D
pseudo-GTs than EFT.

We believe there are two reasons why NeuralAnnot pro-
duces better ones. First, EFT is based on a pre-trained
SPIN network, trained on 3D pseudo-GTs of SMPLify-X.
SMPLify-X often suffers from inaccurate 3D pseudo-GTs,
as shown in Figure 4 of the main manuscript and Figure A
(a), which can affect 3D pseudo-GTs of SPIN and EFT. Sec-
ond, as EFT fine-tunes a pre-trained SPIN network to 2D
joint coordinates of each sample, it might produce inaccu-
rate 3D pseudo-GTs when the input image has truncated or
invisible joints. During the fine-tuning, their network can
be overfitted to partial joints of a sample as truncated or
invisible joints do not have 2D joint coordinates. Hence,
the pre-trained SPIN network can be corrupted and produce
wrong 3D poses for truncated or invisible joints as no super-
visions are applied for those joints. On the other hand, our
NeuralAnnot’s network is not optimized for a specific sam-
ple; instead, it is optimized for entire samples of datasets.
Therefore, it does not suffer from the overfitting to a spe-
cific sample and produces robust 3D pseudo-GTs when in-
put images have truncated or invisible joints. The effects
of the truncated or invisible joints are shown in the 1) first
row and first column, 2) first row and second column, and
3) third row and first column of the Figure F. Figure A (b)
additionally shows that NeuralAnnot produces robust 3D
pseudo-GTs under severe truncations.

License of the Used Assets

• MSCOCO dataset [6] belongs to the COCO Consortium
and are licensed under a Creative Commons Attribution
4.0 License.

• InterHand2.6M dataset [8] is CC-BY-NC 4.0 licensed.
• Human3.6M dataset [2]’s licenses are limited to aca-

demic use only.
• MPI-INF-3DHP dataset [7] is released for academic re-

search only and it is free to researchers from educational
or research institutes for non-commercial purposes.

• 3DPW dataset [10] is released for academic research only
and it is free to researchers from educational or research
institutes for non-commercial purposes.

• FreiHAND dataset [11] is released for academic research
only and it is free to researchers from educational or re-
search institutes for non-commercial purposes.

• CrowdPose dataset [5] is released for academic research
only and it is free to researchers from educational or re-

search institutes for non-commercial purposes.
• SMPLify-X [9] codes are released for academic research

only and it is free to researchers from educational or re-
search institutes for non-commercial purposes.

• EFT [3] codes are CC-BY-NC 4.0 licensed.
• SPIN [4] codes are released for academic research only

and it is free to researchers from educational or research
institutes for non-commercial purposes.
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(a) 3D body-only pseudo-GT comparisons on MSCOCO

(b) 3D body-only pseudo-GTs on CrowdPose

(c) 3D body-only pseudo-GTs on Human3.6M and MPI-INF-3DHP

NeuralAnnot (Ours)

Figure A. (a) Qualitative comparisons between 3D body pseudo-GTs of NeuralAnnot and SMPLify-X on MSCOCO. (b) Visualized 3D
body pseudo-GTs of NeuralAnnot on CrowdPose. (c) Visualized 3D body pseudo-GTs of NeuralAnnot on Human3.6M and MPI-INF-
3DHP.

Figure B. Visualized 3D hand pseudo-GTs of NeuralAnnot on InterHand2.6M.
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Figure C. Qualitative comparisons between 3D face pseudo-GTs of NeuralAnnot and SMPLify-X on MSCOCO. We normalized the global
rotation of the face for visualization purpose.
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(a) 3D expressive whole-body pseudo-GTs comparisons on MSCOCO

(b) 3D expressive whole-body pseudo-GTs on MSCOCO

Figure D. Visualized expressive whole-body 3D pseudo-GTs of NeuralAnnot on MSCOCO.
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Figure E. Qualitative comparison between one-stage NeuralAnnot and two-stage NeuralAnnot on MSCOCO.
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Figure F. Qualitative comparisons between NeuralAnnot and EFT on MSCOCO.
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