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1. Appendix
A. Addition results of our two-step transfer learning

method with different instance segmentation networks
We conduct our two- step transfer learning method with

different instance segmentation networks (Yolact [1], Mask
RCNN [3], BlendMask [2], tiny Swin Transformer-based
[4] instance segmentation network ) on our on-branch soy-
bean pods phenotyping task. We also compare our two-
step transfer learning method with the model purely trained
by our synthetic in-vitro soybean pods dataset and the
model only finetuned on a real world mature soybean plants
dataset. The visualized results can be seen in Figure 1. we
can find that the performance of all the instance segmen-
tation models can be improved observably by our two-step
transfer learning method. And we can conclude that the
model purely trained by our synthetic in-vitro soybean pods
dataset can realize a very rough segmentation; the model
only finetuned on a few real world mature soybean plants
dataset can realize in-situ segmentation of on-branch soy-
bean pods with low accuracy; the performance can be in-
creased by our two-step transfer learning method which
firstly trained by our synthetic dataset and then finetuned
by a real world mature soybean plants dataset.

B. Addition results of different real world mature soy-
bean plants

As shown in Figure 2 and Figure 3, we report another
on-branch soybean pod in-situ instance results of different
mature soybean plant in the test dataset with the best model
which finetuned the tiny Swin transformer based instance
segmentation network with the 1600 synthetic in-virtu soy-
bean pods images with 0.1 overlapping degree and a few
samples of real world mature soybean plant images. These

Table 1. Some mature soybean plant samples evaluation results of
the best model.

Sample (1) (2) (3) (4)

Recall@[.5;.95] 0.566 0.517 0.596 0.577
AP50 0.924 0.779 0.876 0.777
AP75 0.637 0.581 0.689 0.680

AP@[.5;.95] 0.763 0.618 0.686 0.698

samples evaluation results of the best model as shown in
Table 1.
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Figure 1. The effectiveness and efficiency of our two-step transfer learning method with different instance segmentation network



Figure 2. On-branch soybean pod in-suit instance result of different mature soybean plant sample in the test dataset with the best model



Figure 3. On-branch soybean pod in-suit instance result of different mature soybean plant sample in the test dataset with the best model


