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Abstract

Gait recognition is a promising biometric with unique
properties for identifying individuals from a long distance
by their walking patterns. In recent years, most gait recog-
nition methods used the person’s silhouette to extract the
gait features. However, silhouette images can lose fine-
grained spatial information, suffer from (self) occlusion,
and be challenging to obtain in real-world scenarios. Fur-
thermore, these silhouettes also contain other visual clues
that are not actual gait features and can be used for iden-
tification, but also to fool the system. Model-based meth-
ods do not suffer from these problems and are able to rep-
resent the temporal motion of body joints, which are ac-
tual gait features. The advances in human pose estima-
tion started a new era for model-based gait recognition
with skeleton-based gait recognition. In this work, we pro-
pose an approach based on Graph Convolutional Networks
(GCNs) that combines higher-order inputs, and residual
networks to an efficient architecture for gait recognition.
Extensive experiments on the two popular gait datasets,
CASIA-B and OUMVLP-Pose, show a massive improvement
(3% ) of the state-of-the-art (SotA) on the largest gait dataset
OUMVLP-Pose and strong temporal modeling capabilities.
Finally, we visualize our method to understand skeleton-
based gait recognition better and to show that we model
real gait features.

1. Introduction

Gait is a soft biometric with huge, unique advantages
compared to hard biometrics like face, iris, or fingerprint.
Human gait can be described as the way a person walks, or
more formal, the movement pattern of the limbs during mo-
tion. Gait patterns can be observed at a distance, without
a person’s compliance, and are hard to disguise. This is a
considerable advantage compared to hard biometrics, which
requires the user to interact with a sensor. For applications
like surveillance and forensic identification, gait offers vast
potential; however, it also entails risks for privacy and mis-
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Figure 1. Example of two poses represented as graph at different
time steps.

use.

There are also challenges when using gait as a biomet-
ric. Gait is sensitive to carried items, worn cloth, and sur-
face type. A different type of footwear like sneakers com-
pared to boots or heels may considerably change a person’s
gait. The biggest challenge in gait recognition is obtaining
unique features invariant to these influences.

Most approaches [2,4,5,7,8, 13,21,27] use silhouettes
to extract the gait features from a video sequence. The sil-
houette is commonly obtained by background subtraction.
Depending on the method used for background subtraction,
this may cause undesired artifacts on the contour, as shown
in the two center frames in Fig. 2. Background subtrac-
tion may be reliable in a lab setting but becomes a com-
plex problem in a real-world scenario with cluttered and
rapidly changing environments. While most approaches
[2,4,5,7,8,13,27] do not consider how to obtain the sil-
houettes, one approach [21] trains a separate Convolutional
Neural Network (CNN) for background subtraction in a
real-world scenario. A significant drawback of the silhou-
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ette representation is the sensitivity to clothing and carried
items. In Fig. 2 the persons bag is clearly visible in the
silhouette. Furthermore, the silhouette reveals many ap-
pearance clues, like hairstyle and clothes. Hence, these ap-
proaches are more comparable to re-identification tasks.
Recent deep learning based pose estimation allow to
generate keypoints robust against occlusion, cluttered, and
changing backgrounds [23]. These advantages make an ap-
proximation to gait features with appearance-based meth-
ods obsolete and enable a new generation of model-based
gait recognition [ 14, 15,20]. Building upon keypoints brings
gait recognition back to an early description of gait [ 1]:

A few bright spots describing the motions of the
main joints [...] evoke a compelling impression of
human walking.

Skeleton-based approaches offer a cleaner gait representa-
tion, only capturing the spatial posture and the temporal
movement. Thus we can bring back actual gait with a focus
on motion recognition instead of visual recognition.
Current model-based approaches [14, 15, 20] still lack
performance compared to appearance-based methods. We
introduce GCNs to process the skeletons described by the
keypoints and bridge the gap to appearance-based methods
even further.
Our contributions can be summarized as follows:

1. We propose a multi-branch graph-based interpretation
of gait together with a GCN architecture that can effi-
ciently learn features on this graph.

2. We provide a deeper understanding of gait with exten-
sive ablation and visualization of our features.

3. Our empirical experiments show SotA results by a
huge margin on the largest model-based gait dataset
OUMVLP-Pose.

The code and models are publicly available'.

2. Related Work

Although skeleton-based gait recognition is a relatively
new research area, silhouette-based approaches have a long
history. This section will give an overview of these two
areas of gait recognition and other skeleton-based human
understanding that inspired this work.

2.1. Gait Recognition

In recent years, appearance-based approaches using a
silhouette representation as input dominated gait recogni-
tion. Model-based approaches only played a minor role,
but lately, new model-based approaches have emerged using
pose estimation and the human skeleton as the gait feature
representation. Silhouette-based methods still set the SotA
for gait recognition, but recently skeleton-based approaches
have started to challenge this lead.

lhttps://qithub.com/tteepe/GaitGraph2

Figure 2. Comparison a sequence of RGB images and the respec-
tive gait representation in silhouette image and skeleton, from top
to bottom. Images are from the CASIA-B [30] dataset.

2.1.1 Silhouette-based

Silhouette-based methods relied on a binary human image
extracted from the original image [13]. Background sub-
traction can obtain these silhouettes for static scenes, but
for dynamic and changing settings, this task becomes more
complicated [21].

Silhouette approaches are distinctive for their temporal
modeling and group into single-image, sequence-based, and
set-based approaches. Early approaches summarized a gait
cycle into a single image, i.e., Gait Energy Image (GEI)
[2,8]. These representations lose most of the temporal in-
formation but allow for easier processing. Sequence-based
approaches focus on each input separately. For modeling
the temporal information 3D-CNN [27] or Long Short-Term
Memorys (LSTMs) [7] are used. These approaches can
comprehend more spatial information and more temporal
information at higher computational costs. The set-based
approach [4, 5] with shuffled inputs models no temporal in-
formation, thus has less computational complexity.

2.1.2 Skeleton-based

Model-based approaches were not very popular in recent
years due to the high computing complexity. Robuster and
more lightweight pose estimators [3,6] enabled a comeback
for model-based approaches. The keypoints of the human
body allow modeling a skeleton representation of a person.
The first approach to propose the use of pose estimation and
utilize pose keypoints is Pose-Based Temporal-Spatial Net-
work (PTSN) [14]. PTSN proposed a two-path network ar-
chitecture with an CNN for spatial modeling, and an LSTM
for temporal modeling. The authors show superior results
on CASIA-B [30] compared to silhouette-based approaches
in special walking conditions in the same-view setting.
Later, the same group proposed PoseGait [15], which
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uses 3D pose estimation with handcrafted features. The ap-
proach uses the 3D keypoints in euclidean space to calcu-
late the joint angle, bone length, and joint motion. Using
these handcrafted features, a CNN then learns high-level
spatio-temporal features. This approach is evaluated in a
cross-view setting on CASIA-B [30] and shows competi-
tive results to silhouette-based approaches.

We build on the work GaitGraph [25], which introduced
the first approach with GCNs for skeleton-based gait recog-
nition. With an adapted GCN architecture for action recog-
nition and integrated spatial and temporal modeling, Gait-
Graph gave a considerable performance increase for model-
based gait recognition.

A recent approach [26] combines the advantages of
silhouette-based and skeleton-based approaches in a two-
branch GCN and CNN network architecture and achieve
even higher recognition rates. Showing that skeleton-based
approaches preserve information not captured in silhouette-
based methods.

2.2. Skeleton-based Action Recognition

While skeleton-based gait recognition was only recently
becoming popular, other areas of human understanding
have already employed skeleton features for a few years.
First and foremost, the area of skeleton-based action recog-
nition pioneered most of the current graph-based spatio-
temporal GCN architectures, including the ones used in this
paper [22,29].

Yan et al. [29] introduced GCNs to action recognition
with the Spatial-Temporal Graph Convolutional Network
(ST-GCN) architecture, in which skeleton data is repre-
sented as a graph with natural skeleton connections. ST-
GCN interleaves spatial graph convolutions along with tem-
poral convolutions for spatial-temporal modelling. Many
more GCN architectures and improvements on the original
ST-GCN design have since been proposed. A notable exam-
ple is the Two-Stream Adaptive Graph Convolutional Net-
work (2s-AGCN) [17] that introduced a adaptive adjacency
matrix and pre-computed bone information as second-order
input. SGN [31] provides a deeper analysis of these second-
order features and proposes a data pre-processing step that
adds pre-computed velocity and bone information to the raw
keypoint input. Another architecture used in this paper is
ResGCN [22], which added multiple residual connections
in the ST-GCN blocks and a bottleneck for feature dimen-
sion reduction. ResGCN also adopts the higher-order input
with a multi-branch input structure.

3. Skeleton-based Gait Recognition
3.1. Notation

We describe the human skeleton as a graph G = (V, £),
where V = {vy,...,vn} is the set of N nodes representing

joints, and & is the set of edges representing bones captured
by an adjacency matrix A € RV*N with A; ; = 1if an
edge connects from v; to v; and A; ; = 0 otherwise. A
is symmetric since G is undirected. Every node consists of
three channels v,, = (2, Yn, ¢, ), with the estimated z,y
coordinate and the keypoint confidence c.

For gait recognition, we use a sequence of these graphs.
Thus we add a temporal dimension 7'. The sequence is then
defined as the tensor X = {v;,, € R | t,n € Ny, t <
T,n < N}and X € RTXNxC,

Overall the gait sequence can be described structurally
by the adjacency matrix A and the feature tensor X.

3.2. Graph Convolutions

An essential building block of our network architecture
are graph convolutions. On skeleton inputs, defined by fea-
tures X and graph structure A, the layer-wise update rule of
graph convolutions can be applied to features at time ¢ as:

x{"*V = o (D-1ADix{"60), (1)

where A = A +1 is the skeleton graph with added self-
loops to keep identity features. D is the diagonal degree
matrix of A, and o(-) is an activation function. The term
ﬁ’%Aﬁ’%XEU can be intuitively interpreted as a spatial
feature aggregation from the messages passed by the direct
neighbors. The adjacency matrix A is obtained using the
spatial partition presented in [29].

3.3. Pose Estimation

The skeletons are extracted from the RGB images of the
dataset.v Keypoint estimation aims to detect the locations of
N keypoints (e.g., shoulder, hip, or knee) from animage I €
RW>HX3 = A common method is the top-down-approach
[23], which predicts N heatmaps {H;,Hs,...,Hy} of
size W’ x H', where the heatmap H,, indicates the loca-
tion of the n-th keypoint. The location of the maximum of
these heatmaps H,, yields the location of the keypoint v,
that define the edges &.

Official keypoints [!] for the OUMVLP dataset key-
points are provided. The authors rely real-time pose estima-
tors to allow real-time applications of the approach. In our
work, we decided to extract the 2D keypoints on CASIA-B
using HRNet [23] pre-trained on the COCO dataset [16]. It
is an offline approach but yields higher keypoint accuracy
than real-time approaches. Tab. 1 shows a comparison of
the two datasets and the used keypoints. The COCO pose
annotations consist of 17 keypoints. We define the bones or
edges £ as shown in Fig. 1.

3.4. Network Architecture

For our task, we adapted the ResGCN [22] architecture
designed initially for action recognition. Blocks of this ar-
chitecture are based on the ST-GCN block. and contain
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a sequential execution of a spatial graph convolutions and
a temporal 2D convolutions. The ResGCN approach in-
troduces a bottleneck structure, based on ResNet by He et
al. [9]. The bottleneck adds two 1 x 1 convolutional layers
before and after a convolution layer to reduce the number
of feature channels with a reduction rate 7. ResGCN adds
this bottleneck for every spatial and temporal block, thus
reducing the number of parameters.

Another modification to the original ST-GCN architec-
ture is the addition of residual connections. Song et al. [22]
propose residual connections that connect the features be-
fore and after every spatial and temporal block.

A ResGCN bottleneck block is shown in Fig. 3 and an
overview of the overall structure in Fig. 4.

3.5. Multi-Branch Input

As proposed by works in skeleton-based gait recogni-
tion [22,3 1], we pre-compute features of our skeleton infor-
mation. In this work, we use three features: 1) joint posi-
tions, 2) motion velocities, and 3) bone features.

The first branch contains the joint positions. We also add
the relative position of each joint to the center of the pose ¢
(i.e. nose or neck):

R=A{vipn —vic|t,neNyt<T,n<N}

The second branch uses the motion velocities F as input.
We calculate the difference to the same joint in the two next
frames for each joint:

F={vpin—vn|t,n €Np, i€ {1,2},t <T-2,n < N}.

Finally, the input of the last branch is the bone length £
and bone angles A. For the bone length, we subtract the
coordinate of every joint n with every connected joint 74,4;:

L ={vtn —Vin,a | t,n € Nog,t <T,n < N},

Finally, the angle of each bone is:
A — Vt,n — Vt,ngdj

arccos
/ 2
Z vt,n

4. Experiments
4.1. Datasets

|t,n e Ng,t <T,n< N

In recent years, the focus for gait recognition was on
silhouette-based approaches. Hence, most datasets pro-
vided only silhouettes. One of the widely used datasets,
CASIA-B [30], provides RGB images on which we can run
the pose estimation. Recently, an extension with the pose
data OUMVLP-Pose [ 1] was published for the largest pub-
lic gait database OU-MVLP [24]. Tab. 1 shows a compar-
ison of the two datasets. These two popular gait datasets
provide a good comparison to other methods.

Y
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Figure 3. Structure of ResGCN bottleneck block including the
residual connections.

CASIA-B [30] is popular multi-view gait dataset with
124 subjects. The dataset contains 3 walking conditions
recorded in 11 views (0°, 18°, ..., 180°). The walking con-
ditions are normal (NM) (6 sequences per subject), walking
with a bag (BG) (2 sequences per subject), and wearing a
jacket or a coat (CL) (2 sequences per subject). In total
each subject contains 11 x (6 + 2 + 2) = 110 sequences.

CASIA-B has no official partition of training and test set,
but several experiment protocols exist [32]. In this work,
we use the popular protocol proposed in [28] for a fair com-
parison. Furthermore, we use the commonly called large-
sample training (LT) partition. The train set contains the
first 74 subjects for this partition, and the remaining 50 sub-
jects build the test set. In the test set, the gallery comprises
four sequences of the NM condition (NM #1-4), and the re-
maining six sequences are divided into three probe subsets,
i.e., NM subsets containing NM #5-6, BG subsets contain-
ing BG #1-2 and CL subsets containing CL #1-2.

We extract the poses from CASIA-B with the pre-trained
HRNet [23] pose estimator.

OUMYVLP-Pose [!] is based on the multi-view large-
scale gait dataset, OUMVLP [24]. OUMVLP is currently
the largest gait dataset and contains 10,307 subjects cap-
tured by seven cameras in a round-trip walking course, re-
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Figure 4. Overview of the multi-branch ResGCN architecture.
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CASIA-B OUMVLP-Pose
#IDs 124 10,307
#Sequences per ID 2x3 2
Keypoint Estimatior HRNet OpenPose | AlphaPose
Keypoint Accuracies | 75.8 mAP | 64.2 mAP | 71.0 mAP
#Keypoints 17 18

Table 1. Comparison of the two skeleton gait datasets. Keypoint
accuracy of the pose estimator is reported on the COCO test-dev
dataset.

sulting in effectively 14 views in a 15° interval (0°, 15°, ...,
90°; 180°, 195°, ..., 270°). Every sequence contains from
18 to 35 frames, and on average, 25 frames. The dataset is
split into 5,153 subjects for training and 5,154 subjects for
testing. For testing, sequences with index #01 assemble the
gallery, while the other sequences are used for the probe set.
OUMVLP-Pose keypoints are extracted from the (unre-
leased) RGB frames. Two datasets were created using dif-
ferent pre-trained pose estimators, OpenPose [3], and Al-
phaPose [6], but containing the same frames and subjects.

4.2. Implementation Details

For the training setup, we use an Adam optimizer with a
1-cycle learning rate schedule [19] with a maximum learn-
ing rate of 0.005. The embedding size is 128, the loss func-
tion’s temperature is 0.01, and the batch size is 768. Af-
ter 80% of the maximum epochs, we use Stochastic Weight
Averaging (SWA) [10]. All the experiments are conducted
on a single NVIDIA 3090 GPU with PyTorch. Due to the
different properties of the size of the datasets, we employ
different model sizes and training strategies.

For CASIA-B we use the ResGCN-N21-R8 architecture
with 350 K parameters and a sequence length of 7' = 60
and train for 200 epochs.

For OUMVLP-Pose we us a sequence length of ' = 30
and train for 750 epochs. The network setup is ResGCN-
N51-R4 with 765 K parameters.

Loss As the loss function, we use supervised contrastive
(SupCon) loss as proposed by [12]. Compared to traditional
contrastive losses such as triplet loss or N-pairs loss, this
current batch contrastive loss considers all positive and neg-
ative samples in the batch. The small size of the skeleton
data allows us to run big batch sizes; thus, each batch should
contain a positive pair. If an element has only negative pairs
or no pairs, it will be ignored.

Augmentation Our network design relies on a constant
input sequence length. Thus, we first add mirror padded
frames for sequences shorter than the desired sequence
length in the temporal dimension. Afterward, we randomly
pick a subsequence of the desired length. Additionally, we
flip the images from left to right and flip every left joint with
the right and vice versa. We add various uniform noises to
the estimated keypoints and their confidence to account for
pose estimator inaccuracies.

Evaluation & Test Time Augmentation (TTA) At test
time, the distance between gallery and probe is defined as
the cosine similarity of the corresponding feature vectors.
The same sequence padding augmentation from train time
is applied, but we pick a sub-sequence of the required length
from the sequence center. We also use two additional sam-
ples: a left/right flipped sample and a time inverted sam-
ple. The resulting three embeddings are concatenated for
the later distance calculation.

4.3. Comparison with State-of-the-Art

First, we compare the results of model-based approaches
on CASIA-B in Tab. 2. Currently, we can only compare
two approaches. The other skeleton-based approach PTSN
[14] did not publish the results with the same evaluation
protocol (excluding the same view). We can still compare
to a follow-up paper by the same group PoseGait [ 5].

All approaches are more robust in the askew angles than in
the strict side view, front view, or back view angles (0°, 90°,
180°). Another commonality is that all approaches suffer in
performance with different walking conditions. While the
drop is more substantial for PoseGait [15], the GCN-based
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Gallery NM#1-4 0°-180° mean
Probe 0° 18°  36° 54° 72° 90° 108° 126° 144° 162° 180°

PoseGait [15] | 55.3 69.6 739 750 68.0 682 71.1 729 76.1 704 554 | 68.7

NM#5-6 | GaitGraph [25] | 85.3 885 91.0 925 872 865 884 892 879 859 819 | 877

GaitGraph2 | 785 829 858 856 83.1 815 843 832 842 8l1.6 71.8 | 82.0

PoseGait [15] | 35.3 472 524 469 455 439 46.1 481 494 436 31.1 | 445

BG#1-2 | GaitGraph [25] | 75.8 76.7 759 76.1 714 739 780 747 754 754 692 | 748

GaitGraph2 | 699 759 78.1 793 714 717 743 762 732 734 61.7 | 732

PoseGait [15] | 243 29.7 413 38.8 382 385 41.6 449 422 334 225 | 360

CL#1-2 | GaitGraph [25] | 69.6 66.1 688 672 645 620 695 656 657 66.1 643 | 663

GaitGraph2 | 57.1 61.1 689 66 678 654 681 672 637 636 504 | 63.6

Table 2. Averaged Rank-1 accuracies in percent on CASIA-B per probe angle excluding identical-view cases compared with other model-

based methods.

Gallery (0°- 270°)
Probe OpenPose AlphaPose
CNN-Pose GaitGraph2 | CNN-Pose GaitGraph2
0° 8.2 329 14.3 54.3
15° 13.9 47.7 223 68.4
30° 18.1 53.9 27.2 76.1
45° 224 56.8 30.0 76.8
60° 21.3 53.9 28.4 71.5
75° 18.2 54.7 234 75.0
90° 10.9 454 17.2 70.1
180° 7.3 29.0 7.9 52.2
195° 13.5 35.7 13.6 60.6
210° 12.0 343 15.6 57.8
225° 20.5 443 25.0 73.2
240° 17.3 46.2 241 67.8
255° 13.7 46.4 20.2 70.8
270° 94 38.4 16.5 65.3
mean 14.8 44.3 20.4 67.1

Table 3. Averaged rank-1 accuracies on OUMVLP-Pose.

approaches can handle these conditions better.

While our approach builds upon GaitGraph, it can only
match the results closely. Due to the different properties
of the two datasets, our approach was more optimized to-
wards the larger, more significant dataset OUMVLP. The
main difference in our approach is the multi-branch input;
this makes the training much faster and much more stable
compared to GaitGraph.

Secondly, the results on OUMVLP-Pose are in Tab. 3.
For this recently released dataset, we can only compare to
the baseline set by the authors CNN-Pose [1]. The results
show that our GCN-based methods outperform the CNN-
based baseline considerably. We can improve the perfor-

mance by ~3x on both keypoint types.

4.4. Comparison with Appearance-based Methods

Appearance-based methods still archive the best results
in gait recognition. Nevertheless, the new skeleton-based
approaches help model-based approaches to close this gap.
Tab. 4 shows this comparison.

One hope for skeleton-based gait recognition is to be
more invariant to the changes in the walking condition pre-
sented in CASIA-B. For now, the results show that this is
not the case. Appearance-based methods can handle these
conditions better, and their performance drop is less sub-
stantial. A reason could be that the pose estimators are also
not as accurate on people wearing coats and bags.

Our approach is the first one to evaluate the two most
popular gait datasets and give the first complete comparison
to appearance-based methods. Skeleton-based approaches
made a big step towards the SotA appearance-based meth-
ods; however, there is still a significant gap.

It is also notably that the two-branch approach [26] that
combines both paradigms can improve the results in all
walking conditions. It shows that both features are comple-
mentary to archive overall SotA performance. Especially
people wearing a coat are much better recognized with both
input modalities.

4.5. Ablation Studies

First, we look at the components of our approach in
Tab. 5. As a baseline, we use the original ST-GCN architec-
ture. Following, we analyze how much the different compo-
nents of our approach contribute to the overall performance.
Temporal Modeling The network’s ability to model tem-
poral information is investigated by training and testing
sorted or shuffled sequences. Tab. 6 shows three configu-
rations. For this ablation study, we can not use the multi-
branch inputs since these contain pre-computed temporal
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CASIA-B OU-MVLP

Type Method | NM  BG CL 0° 30°  60° 90° mean
GEINet [18] - - - 114 415 395 389 358

appearance-based GaitNet [21] | 91.6 85.7 589 - - - - -
PP GaitSet [4] | 950 872 704 | 79.5 899 8381 878 87.1
GaitPart [5] | 96.2 91.5 78.7 | 82.6 90.8 89.7 89.5 88.7

PoseGait [15] | 68.7 44.5 36.0 - - - - -
model-based CNN-Pose [1] - - - 123 293 305 18.1 204

GaitGraph [25] | 87.7 74.8 66.3 - - - - -
GaitGraph2 | 82.0 732 63.6 | 543 761 715 701 67.1

combined | Two-Branch [20] | 97.7 93.8 92.7 | - - - - -

Table 4. Averaged Rank-1 accuracies in percent comparison with both appearance-based and model-based methods. Results for CASIA-B
are in the cross-view setup. Results for OU-MVLP in the model-based categories use OUMVLP-Pose AlphaPose keypoints.

Model | Params | Acc
ST-GCN (Baseline) | 33M | 60.7
ResGCN-N51 645 K 63.7
-+ Multi Input 765 K 66.5
-+ Augmentation " 66.6
+ TTA " 67.1

Table 5. Ablation study of the model components. All experiments
are conducted on OUMVLP-Pose and AlphaPose keypoints.

information and would harm the validity of the ablation.

Our approach shows a good ability to model temporal

features. The performance drops substantially when trained
with sorted sequences and tested with shuffled sequences
(row c). These results further support our claim of bring-
ing back actual temporal features to gait recognition. Tab 6
also illustrates the spatial modeling abilities in row a. De-
spite the missing temporal and appearance information, the
network can still learn appearance-invariant features of the
person’s underlying physic.
Pose Estimator The OUMVLP-Pose dataset has keypoints
extracted by different pose estimators. The two follow
a different approach for keypoint estimation, with Alpha-
Pose being a top-down approach and OpenPose being a
bottom-up approach. The performance measured in the de-
tector’s mean average precision (mAP) also varies. Alpha-
Pose archives a 71.0 mAP and OpenPose a 64.2 mAP on the
COCO test-dev dataset.

These two keypoints allow us to analyze how the gait
recognition algorithms scale on differently performing pose
estimators. Tab. 3 shows the results on OUMVLP-Pose
with the two keypoint estimators. We archive almost the
same performance gain on both keypoint types compared
to CNN-Pose. This scaling performance indicates that

CASIA-B OU-MVLP

Train Test NM BG CL | AlphaPose
a | Shuffle  Sort | 34.7 27.0 19.0 34.1
b | Sort Sort | 72.8 60.1 44.6 63.1
c| Sort Shuffle | 343 279 185 14.5

Table 6. Spatio-temporal Study. Control Condition: shuffle/sort
the input sequence at train/test phase. Results are rank-1 accu-
racies averaged in percent. CASIA-B results are in the cross-
view setup. All experiments are without the multi-input pre-
computation and TTA.

skeleton-based methods can scale with the pose estimators’
performance, potentially allowing better performance in the
future with emerging improved pose estimators.

4.6. Gait Recognition Analysis

A better understanding of what the network learns from
the skeleton data is indicated by the discriminate features of
gait. Hence we want to study which joints have the high-
est activation at different times of the gait cycle. Using the
activation map technique [33] we calculate the activation of
each joint per time frame as shown in Fig. 5.

The Figure shows that the network looks mainly on the
outer limbs. The keypoints on the hands and feet have the
highest activation over the gait cycle, and the shoulders and
face keypoints (except ears) have the lowest activation. The
limb with forward motion has a higher activation than fixed
parts in the temporal context. For example in sequence a),
the right leg swing from frame 5 to frame 20 shows in-
creased foot activation the more it moves. These observa-
tions conclude that the arm-swing and the leg-swing are the
most discriminate features for our network. The network
also takes hints from the hip and head movement. For the
head, the ear keypoints are most relevant, presumably be-
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Figure 5. Activated joints of our proposed method on an example gait cycle from the OUMVLP-Pose test set. Higher activated joints are
shown in a brighter color and in bigger scale. The view angle for a) is 60°and b) is 255°.

cause they are most outward and the most reliable keypoints
detected from the back view. This observation is highly
aligned with an early definition of gait "the motion of the
living body [is] represented by a few bright spots describ-
ing the motions of the main joints" [11] and the intuitive
understanding of gait, which is best captured by the outer
limbs.

5. Conclusion

In this paper, we present a improved approach for
skeleton-based gait recognition and introduce a multi-
branch architecture for gait recognition. The architecture
uses pre-computed temporal information divided into three
branches: joints, motion, and bones. We archive impressive
performance gains on OUMVLP-Pose, the largest skeleton-
based gait dataset, with an improve of 3x over to the base-
line. Compared to previous graph-based approaches, our
training is much faster and much more stable. We are
the first approach to publish results on both popular gait
datasets and set the baseline for future gait recognition re-
search.

In our ablation, we analyze the learned gait representa-
tion of the network and show our strong temporal modeling.
Furthermore, our visualization of joint activations indicate
the strong focus on moving body parts and the outermost

joints. Indicating to focus on these joints for further re-
search. Together these two observations confirm that our
model captures real gait features, instead of performing a
visual re-identification. Combined with the advantages of
robust pose estimation, this allows for broader spectrum of
applications of gait recognition. Our ablation indicates that
gait recognition will improve with more accurate pose es-
timators. This closes the gap for bringing gait recognition
from the lab to the real-world.
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