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Abstract

Despite the recent advances in the field of object detection, common architectures are still ill-suited to incrementally detect new categories over time. They are vulnerable to catastrophic forgetting: they forget what has been already learned while updating their parameters in absence of the original training data. Previous works extended standard classification methods in the object detection task, mainly adopting the knowledge distillation framework. However, we argue that object detection introduces an additional problem, which has been overlooked. While objects belonging to new classes are learned thanks to their annotations, if no supervision is provided for other objects that may still be present in the input, the model learns to associate them to background regions. We propose to handle these missing annotations by revisiting the standard knowledge distillation framework. Our approach outperforms current state-of-the-art methods in every setting of the Pascal-VOC dataset. We further propose an extension to instance segmentation, outperforming the other baselines.

1. Introduction

Object detection is a key task in computer vision that has seen significant development in recent years. The advances were made possible by the rise of deep neural network architectures \cite{redmon2016you, ronneberger2015u, long2015fully, lin2014microsoft, huang2017densely, he2016deep}, which improved results while reducing computation time. Despite the advances, these architectures assume that they already know all of the classes they will encounter and are not designed to incrementally update their knowledge to learn new classes over time. A naïve solution would be to restart the training process from the beginning, gathering a new dataset with all of the classes and retraining the architecture. However, this is impractical because it would necessarily require a significant computational overhead to re-learn the previously learned classes, as well as the use of previous training data that may no longer be available, for example due to privacy concerns or intellectual property rights.

A better solution is to use incremental learning and update the models directly to extend their knowledge to new classes by training only on new data and avoiding catastrophic forgetting \cite{thrun1995early}. Incremental learning has primarily been studied in the context of image classification \cite{aljundi2017learning, munkhdalai2017learning, ma2017deep, munkhdalai2017lifelong, yang2017gradual, weinberger2006distance} but it has only recently been applied to more complex tasks like object detection \cite{liu2017large, jia2018heterogeneous, ma2019incremental, roeder2019efficient} and semantic segmentation \cite{.sun2018deep, sun2018learning, zeiler2014visualizing, zeiler2014visualizing, zhu2018semantic, zhou2018scene}. Performing incremental learning in object detection (ILOD) poses additional challenges because each image contains multiple objects and, following the definition in \cite{ma2019incremental}, only objects belonging to new classes are annotated while the rest (objects belonging to either old or future classes) are ignored, introducing missing annotations (see Fig. 1).

Previous research has concentrated on introducing regularizations to prevent catastrophic forgetting, but the impact of missing annotations has been overlooked. Regions without annotations, in particular, are commonly considered as background areas, and the model assigns them to a special background class. As a result, objects that are not annotated will be associated with the background, exacerbating catastrophic forgetting in old classes and making training more difficult in future classes.
To overcome this issue, inspired by [6], we revisit the common knowledge distillation framework in ILOD [43,51, 59] proposing MMA, that Models the Missing Annotations in both the classification and distillation losses. We flexibly allow the model to predict either an old class or the background on any region not associated with an annotation on the classification loss to alleviate catastrophic forgetting. Alternatively, because current classes may have been annotated as background in a previous learning step, we revisit the distillation loss, matching the teacher model’s background probability with the probability of having either a new class or the background, allowing new classes to be learned more easily. On the Pascal VOC dataset [16], we demonstrate the utility of our method by examining a variety of single-step and multi-step tasks. Without using any image from previous training steps, we show that our method outperforms the current state-of-the-art.

Finally, we show that by adding an additional knowledge distillation term to our framework, we can easily extend it to the task of instance segmentation. On the Pascal SBD 2012 dataset [17], we show that our method outperforms the other baselines.

To summarize, the contributions of this paper are as follows:

• We identify the peculiar missing annotations issue in incremental learning for object detection.

• We propose to revisit the standard knowledge distillation framework to cope with the missing annotations, showing that our proposed MMA outperforms previous methods on multiple incremental settings.

• We extend our method to instance segmentation and we show that it outperforms all the other baselines.  

### 2. Related work

**Object Detection.** Object detection architectures can be mainly distinguished in two categories: one-stage detectors [3,35,47,52,53,61] and two-stage detectors [19,20,24,32,48]. Two-stage detectors are usually superior in performance but are less efficient, implementing two subsequent steps to perform detection: the model first extract regions of interest (RoIs) employing either a neural network [48] or an external region proposer [19] and then use a MLP on the RoIs to obtain the final classification and bounding box regression. Differently, one-stage detectors directly predict the final output, without requiring to predict RoIs. These architectures are undoubtedly powerful in a standard, offline setting but they are not suited to incrementally add new classes over time. In this work, we focus on extending two-stage methods, in particular the Faster R-CNN [48], to extend its knowledge on new categories without forgetting the previous knowledge in absence of the original data.

**Incremental Learning.** The problem of catastrophic forgetting [39] has been extensively studied in the image classification task and recently extended to semantic segmentation. Previous works can be divided in three categories: rehearsal-based [4,26,42,46,50,54], regularization-based [9,12,28,31,58] and parameter isolation-based [37,38,49]. Rehearsal-based methods either store [4,26,46,55] or generate [42,50,54] examples of previous tasks, which are used to compensate for the lack of previous data during the training phase of the new task. Parameter isolation-based methods assign a subset of the parameters to each task and prevent them to change to avoid forgetting. Regularization-based methods can be divided in prior-focused and data-focused. The former [2,9,28,58] relies on knowledge stored in parameters value, constraining the learning of new tasks by penalizing changes of important old parameters. The latter [6,12,14,15,18,26,31,56] exploits distillation [25] and uses the distance between the activation produced by the old network and the new one as a regularization term to prevent catastrophic forgetting. In this work, we focus on the data-focused regularization-based knowledge distillation approach by adapting it in the object detection context while modeling the missing annotations issue. We note that [6] identified a problem similar to the missing annotations in incremental semantic segmentation called background shift. We take inspiration from it to address the missing annotation problem in object detection.

**Incremental Learning in Object Detection.** Incremental learning in Object detection has witnessed more attention in last years. A pioneer work in this task is [51], that proposes a framework based on two-stage object detectors by performing knowledge distillation on the output of Fast R-CNN [19]. Inspired by this work, some methods extend the distillation framework on the Faster R-CNN [48] architecture by adding distillation terms on the intermediate feature maps [10,36,43,57,59] and proposing to further avoid forgetting on region proposal network [10,22,43,59]. Interestingly [59] proposed a pseudo-positive-aware sampling algorithm to identify regions belonging to old classes and preventing them to be sampled as background regions. However, it only provides a partial solution for the missing annotation since it does not consider them in the distillation term nor the confidence of the model. Other methods [1,21,27,29] focused on rehearsal methods to maintain the old task knowledge, either performing replay of the intermediate features [1] or the images [21,21,36]. Differently, [34] proposes a parameter isolated method extending EWC [28] in the context of object detection. Finally, a few works explored incremental learning utilizing one-stage architectures [30,44,45]. In this work, we focus on proposing a distillation framework for two-stage architectures by explicitly modeling the missing annotations about object not belonging to the current training step.

---

1Code can be found here [https://github.com/fcdl94/MMA](https://github.com/fcdl94/MMA).
3. Method

3.1. Problem Definition and Preliminaries

The goal of object detection is to train a model able to detect objects, i.e., localize and classify them by producing a rectangular box and a class label. In this work, we focus on detection model in the R-CNN [19, 24, 48] family. A detection model, denoted $\mathcal{F}_t$ with parameters $\theta_t$, is composed by three components: a feature extractor $\mathcal{F}_{FE}$, a region proposal network (RPN) $\mathcal{F}_{RPN}^t$, and a classification head $\mathcal{F}_{RCN}^t$. Denoting with $x$ an image, the feature extractor produces a dense feature map. The map is forwarded to the RPN with the goal of producing a set of $N$ rectangular regions of interest (RoIs), each associated with a binary objectness score. The $N$ RoIs are then applied to the feature map and classified by the classification head that produces, for each RoI, the class probabilities $p \in \mathbb{R}^{N | C | + 1}$, indicating with $\mathcal{C}$ the set of classes, and the rectangular boxes $r \in \mathbb{R}^{2 | C |}$, one for each class. We note that the classifier also outputs a class score for the background to indicate that no objects are present in the RoI.

In incremental learning for object detection (ILOD) the training is performed over multiple learning steps, each one introducing a new set of classes to be detected. Formally, in the $t$-th training step, a detection model $\mathcal{F}_{t \theta}$ is updated to learn a set of classes $\mathcal{Y}^t$ employing a training set $\mathcal{D}^t$. We note that while an image in the training set $\mathcal{D}^t$ can contain multiple objects of different classes, following the ILOD protocol [51] only annotations for classes in $\mathcal{Y}^t$ are provided. Moreover, at training step $t$ the old training sets are not available. After the $t$-th step, the model $\mathcal{F}_{t \theta}$ is expected to produce prediction for all the classes seen so far, i.e., its output should consider the classes in $\mathcal{C}^t = \bigcup_{t'=1}^{t} \mathcal{Y}^{t'}$. We note that $\mathcal{Y}^{i} \cap \mathcal{Y}^{j} = \emptyset$ for any $i, j \leq t$ and $i \neq j$.

Faster R-CNN. In the standard Faster R-CNN [48] training is performed minimizing a multi-task loss as follows:

$$
\ell_{\text{faster}} = \ell_{\text{RPN}}^{\text{cls}} + \ell_{\text{RPN}}^{\text{reg}} + \ell_{\text{RCN}}^{\text{cls}} + \ell_{\text{RCN}}^{\text{reg}}.
$$

The first two terms are the classification and regression loss on the RPN [48], while the latter are applied on the classification head output [19]. Please refer to [19, 48] for additional details on the training of Faster R-CNN.

3.2. MMA: Modeling the Missing Annotations

Despite its strength, Faster R-CNN is not well suited to updating its weights in order to learn new classes. Fine-tuning the model on $\mathcal{D}^t$ using Eq. (1), in particular, causes the model to forget everything it has learned, resulting in catastrophic forgetting [39]. To address this, previous research [10, 22, 43, 51, 59] proposed the use of knowledge distillation [25, 31], in which, at the training step, the student model $\mathcal{F}_{t \theta}$ is forced to mimic the output of the teacher model $\mathcal{F}_{t \theta - 1}$, i.e., the model at the previous training step.

Previous research, while addressing forgetting, did not address the issue of missing annotations. At time step $t$ the dataset $\mathcal{D}^t$ provides annotations only for objects in $\mathcal{Y}^t$ and other objects present in the image, belonging either to past or future classes, are not annotated. Following the standard detection pipeline, any RoI that does not match a ground truth annotation is associated to the background. This introduces two issues: (i) if the RoI contains an object of an old class, the model learns to predict it as background, exacerbating the forgetting; (ii) when the RoI contains an object that will be learned in the future, the model learns to consider it as background, making harder to learn new classes when presented. The missing annotation issue is similar to the background shift presented in [6] in the context of incremental learning for semantic segmentation. In the following, we show how to adapt the equations proposed by [6] in incremental learning for object detection.

Unbiased Classification Loss. The classification loss $\ell_{\text{RCN}}^{\text{cls}}$ in the Faster R-CNN has the goal to force the network to produce the correct class label for the RoIs. In detail, given a sampled set of $N$ RoIs generated by the RPN and matched with a ground truth label (positive RoI) or with the background (negative RoI), the loss is computed as:

$$
\ell_{\text{RCN}}^{\text{cls}} = \frac{1}{N} \sum_{i=1}^{N} z_i \left( \sum_{c \in \mathcal{C}^t} \bar{y}_i^c \log(p_i^c) \right) + (1 - z_i) \log(p_i^0),
$$

where $z_i$ is 1 for a positive RoI and 0 otherwise, $\bar{y}_i$ is the one-hot class label (1 for the ground truth class, 0 otherwise), and $p_i^0$ indicates the probability for the background class for the $i$-th RoI.

The Eq. (2) does not consider that only information about novel classes is available in the ground truth because it was designed for standard object detection. The problem is that all other objects in the image that are not associated with any ground-truth are treated as a negative RoI and the model learns to predict the background class on them. This problem is especially harmful for objects of old classes because it causes the model to forget the object’s correct class and replace it with the background class, resulting in severe catastrophic forgetting.

To avoid this issue, we modify Eq. (2) as follows:

$$
\ell_{\text{RCN}}^{\text{cls}} = \frac{1}{N} \sum_{i=1}^{N} z_i \left( \sum_{c \in \mathcal{Y}^t} \bar{y}_i^c \log(p_i^c) \right) + (1 - z_i) \log(p_i^{\text{new}} + \sum_{c \in \mathcal{C}^{t-1}} p_i^c),
$$

where $p_i^c$ is the probability of class $c$ for query $i$, $\mathcal{Y}^t$ are the new classes at $t$ and $\mathcal{C}^{t-1}$ are all the classes seen before $t$.

Using Eq. (3) the model learns new classes on the positive RoIs ($z_i = 1$) while preventing the background to supersede...
the old classes: instead of forcing the background class on every negative RoI ($z_i = 0$), as in Eq. (2), it forces the model to predict either the background or any old class by maximizing the sum of their probabilities. An illustration is reported in the blue box of Fig. 2.

**Unbiased Knowledge Distillation.** A common solution to avoid forgetting is to add two knowledge distillation loss terms to the training objective [10, 22, 43, 59]:

$$\ell = \ell_{\text{faster}} + \lambda_1 \ell_{\text{RCN}}^{\text{dist}} + \lambda_2 \ell_{\text{RPN}}^{\text{dist}},$$

where $\lambda_1, \lambda_2$ are hyper-parameters.

The goal of $\ell_{\text{RCN}}^{\text{dist}}$ is to maintaining the knowledge about old classes on the classification head. Previous works [43, 51] force the student model to output classification scores and box coordinates for old classes close to the teacher employing an L2 loss. However, they ignore the missing annotations, i.e. the new classes have been observed in previous steps but, since they had been observed without annotations, they have been associated to the background class. The teacher would predict an high background score for new classes Roi's, and forcing the student to mimic its behavior would make harder to learn new classes, contrasting the classification loss. Taking model the missing annotations, we formulate the distillation loss as:

$$\ell_{\text{RCN}}^{\text{dist}} = \frac{1}{N} \sum_{i=1}^{N} \ell_{\text{RCN,cls}}^{\text{dist}}(i) + \ell_{\text{smoothJ1}}(r^t_i, r^{t-1}_i),$$

$$\ell_{\text{RPN}}^{\text{dist}} = \frac{1}{|C^{t-1}| + 1} \left( p_i^{b,t-1} \log(p_i^{b,t}) + \sum_{j \in \mathcal{S}_i} p_i^{c,t} \right) + \sum_{c \in C^{t-1}} p_i^{c,t-1} \log(p_i^{c,t}),$$

where $p_i^{b,t-1}, r_{i,t-1}^t$ and $p_i^{c,t}, r_{i,t}^t$ indicates, respectively, the classification and regression output for the proposal $i$ and class $k$ of the teacher and student model, and $b$ is the background class. While the second term of Eq. (5) has been used in previous works [43, 51] and considers the box coordinates, we propose to modify the first term that is responsible to handle the classification scores. To model the missing annotations, Eq. (6) uses the all the class probabilities of the student model to match the teacher ones: the old classes $C^{t-1}$ are kept unaltered among student and teacher models, while the background of the teacher $p_i^{b,t-1}$ is associated with either a new class or the background in the student. With Eq. (6), when the teacher predicts an high background probability for a RoI belonging to a new class, the student is not forced to mimic its behavior but it can consolidate its new knowledge and predict the correct class. An illustration is reported in the red box of Fig. 2.

On the other hand, $\ell_{\text{RPN}}^{\text{dist}}$ goal is to avoid forgetting on the RPN output. Since annotation for old classes are not available, the RPN learns to predict an high objectness score only on RoIs belonging to new classes. To force the RPN to maintain an high objectness score for RoIs belonging to old classes, we use the loss proposed by [43]. The student is forced to mimic the teacher only on regions belonging to old classes, i.e. where the teacher score is greater than the student one. Considering $A$ regions, we compute $\ell_{\text{RPN}}^{\text{dist}}$ as:

$$\ell_{\text{RPN}}^{\text{dist}} = \frac{1}{A} \sum_{i=1}^{A} \mathbb{I}_{[s_i^t \geq s_i^{t-1}]} ||s_i^t - s_i^{t-1}|| + \mathbb{I}_{[s_i^t \geq s_i^{t-1} + \tau]} ||\omega_i^t - \omega_i^{t-1}||,$$

where $s_i^t$ is the objectness score and $\omega_i$ is the coordinates of $\mathcal{F}_{\theta_i}^{\text{RPN}}$ on the $i$-th proposal, $||\cdot||$ is the euclidean distance, $\tau$ is an hyperparameter, and $\mathbb{I}$ is the indicator function equal...
to 1 when the condition on the brackets is verified and 0 otherwise. Note that when \( s_t^i > s_t^{i-1} \), the teacher produces an objectness score greater then the student and the proposal is probably containing an old class. Differently, when \( s_t^i \geq s_t^{i-1} \), the proposal is likely belonging to a new class and forcing the student to mimic the teacher score may introduce errors that hamper the performance on new classes.

### 3.3. Extension to Instance Segmentation

The goal of instance segmentation is to produce a precise pixel-wise mask for each object in the image. To produce masks we rely on Mask R-CNN [24], that extends the Faster R-CNN introducing a mask head \( F_\theta^{\text{MASK}} \). It produces, for each RoI, an additional binary segmentation mask with shape \( |C| \times h \times w \), where \( C \) is the set of classes and \( h, w \) is the mask resolution. To train the mask head, [24] introduces an additional loss term that is summed to the multi-task loss in Eq. (1). Formally, Mask R-CNN objective is:

\[
\ell_{\text{mask}} = \ell_{\text{faster}} + \ell_{\text{cls}}^{\text{MASK}},
\]

where \( \ell_{\text{cls}}^{\text{MASK}} \) is the per-pixel binary cross-entropy loss between the \( F_\theta^{\text{MASK}} \) output and the binary mask of the ground truth class. Please refer to [24] for details.

Despite the method presented in Sec. 3.2 already accounts for forgetting on the detection head, by applying Eq. (8) we incur the risk to forget how to segment past objects while learning the new ones. For this reason, we further extend Eq. (4) to add a knowledge distillation term on the mask head. Formally, in instance segmentation we employ the following training objective:

\[
\ell = \ell_{\text{mask}} + \lambda_1 \ell_{\text{RCN}} + \lambda_2 \ell_{\text{RPN}} + \lambda_3 \ell_{\text{dist}}^{\text{MASK}},
\]

where \( \lambda_1, \lambda_2, \lambda_3 \) are hyper-parameters.

\( \ell_{\text{dist}}^{\text{MASK}} \) has the goal of keeping the segmentation mask for old classes close to the output of the teacher model. In particular, we employ a per-pixel binary cross-entropy loss between the teacher model masks and the student ones. Formally, denoting as \( m_{c,i}^t \) the segmentation mask produced by \( F_\theta^{\text{MASK}} \) for the class \( c \) at pixel \( i \), we compute

\[
\ell_{\text{dist}}^{\text{MASK}} = \frac{1}{|I||C|} \sum_{i \in I} \sum_{c \in C} m_{c,i}^{t-1} \log(m_{c,i}^t) + (1 - m_{c,i}^{t-1}) \log(1 - m_{c,i}^t),
\]

where \( I \) is the set of pixels and \( |I| = h \times w \). We note that Eq. (10) is computed only on the segmentation masks belonging to old classes in \( C \setminus \{c\} \), while the masks belonging to the new ones are not considered.

### 4. Experiments

#### 4.1. Experimental Protocol

We evaluate MMA on the Pascal-VOC dataset. In particular, following previous works, we employ PASCAL-VOC 2007 [16] for object detection. It is a widely used benchmark that includes 20 foreground object classes and consists in 5K images for training and 5K for testing. For instance segmentation, we employed Pascal SBD 2012 [23], that contains the same set of 20 classes but also reports the instance segmentation annotations. We used the standard split of Pascal SBD 2012, using 8498 images for training and 2857 for evaluation. Following [51], for both object detection and instance segmentation we implement the following experimental protocol: each training step contains all the images that have at least one bounding box of a novel class. We remark that at each training step it is assumed to have only labels for bounding boxes of novel classes, while all the other objects that appear in the image, either belonging to past or future classes, are not annotated. This is a very realistic setup since it does not make any assumption on the objects present in the images and reduces the amount of annotation required in each incremental step.

### 4.2. Implementation Details

For object detection, we followed previous works [21, 27, 29, 43, 57, 59] and we use the Faster R-CNN architecture with a ResNet-50 backbone. Similarly, for instance segmentation, we employ the Mask R-CNN [24] architecture with ResNet-50 backbone. Both backbones are initialized using the ImageNet pretrained model [11]. We used the same training protocol of [43, 51] but we increased the batch size from 1 to 4 to reduce the time required for training, scaling accordingly the learning rate and number of iterations. In particular, for object detection we train the network with SGD, weight decay \( 10^{-4} \) and momentum 0.9. We use an initial learning rate of \( 4 \cdot 10^{-3} \) for the first learning step and \( 4 \cdot 10^{-4} \) in the followings. We performed 10K iterations when adding 5 or 10 classes, while we trained for 2.5K when learning only one or two classes. We apply the same data augmentation of [43, 51]. We set \( \lambda_2 \) equal to 0.1, 0.5, and 1 when adding 10 classes, 5, and 1 or 2 classes, respectively. \( \lambda_1, \lambda_3 \) are set to 1.

### 4.3. Object Detection Results

As done by previous works [29, 43, 51, 57, 59], for incremental object detection we evaluate our method considering experimental settings adding a different number of classes in one or multiple training steps. We report adding 10 (10-10), 5 (15-5) or 1 (19-1) class in a single incremental step and performing two incremental steps adding 5 classes (10-5), five steps adding two classes (10-2) and either ten (10-1) or five (15-1) steps adding one class. As in previous works, we split the classes following the alphabetical order.

**Single-step incremental settings (10-10, 15-5, 19-1).** Results are reported in Tab. 1. The \( \text{Avg} \) metric equally weights new and old classes averaging their aggregated mAP. We benchmark MMA against previous works reporting the re-
Table 1. mAP@0.5% results on single incremental step on Pascal-VOC 2007. Methods with * use exemplars.

<table>
<thead>
<tr>
<th>Method</th>
<th>1-19</th>
<th>19-1</th>
<th>1-20</th>
<th>1-20 Avg-19-1</th>
<th>15-5</th>
<th>1-20</th>
<th>1-20 Avg-15-5</th>
<th>10-10</th>
<th>1-20 Avg-10-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>75.3</td>
<td>73.6</td>
<td>75.2</td>
<td>74.4</td>
<td>76.8</td>
<td>70.4</td>
<td>75.2</td>
<td>73.6</td>
<td>74.7</td>
</tr>
<tr>
<td>Fine-tuning</td>
<td>12.0</td>
<td>62.8</td>
<td>14.5</td>
<td>37.4</td>
<td>14.2</td>
<td>59.2</td>
<td>25.4</td>
<td>36.7</td>
<td>9.5</td>
</tr>
<tr>
<td>ILOD (Fast R-CNN) [51]</td>
<td>68.5</td>
<td>62.7</td>
<td>68.3</td>
<td>65.6</td>
<td>68.3</td>
<td>58.4</td>
<td>65.9</td>
<td>63.4</td>
<td>63.2</td>
</tr>
<tr>
<td>ILOD (Faster R-CNN) [51]†</td>
<td>70.3</td>
<td>65.2</td>
<td>70.0</td>
<td>67.8</td>
<td>72.5</td>
<td>58.0</td>
<td>68.9</td>
<td>65.3</td>
<td>69.2</td>
</tr>
<tr>
<td>Faster ILOD [43]</td>
<td>68.9</td>
<td>61.1</td>
<td>68.5</td>
<td>65.0</td>
<td>71.6</td>
<td>56.9</td>
<td>67.9</td>
<td>64.3</td>
<td>69.8</td>
</tr>
<tr>
<td>Faster ILOD [43]†</td>
<td>70.9</td>
<td>64.3</td>
<td>70.6</td>
<td>67.6</td>
<td>73.5</td>
<td>55.6</td>
<td>69.1</td>
<td>64.6</td>
<td>71.1</td>
</tr>
<tr>
<td>PPAS [60]</td>
<td>70.5</td>
<td>53.0</td>
<td>69.2</td>
<td>61.8</td>
<td>69.4</td>
<td>57.9</td>
<td>66.5</td>
<td>63.7</td>
<td>66.2</td>
</tr>
<tr>
<td>MVC [57]</td>
<td>70.2</td>
<td>60.6</td>
<td>69.7</td>
<td>65.4</td>
<td>69.4</td>
<td>57.9</td>
<td>66.5</td>
<td>63.7</td>
<td>66.2</td>
</tr>
<tr>
<td>MMA</td>
<td>71.1</td>
<td>63.4</td>
<td>70.7</td>
<td>67.2</td>
<td>73.0</td>
<td>60.5</td>
<td>69.9</td>
<td>66.7</td>
<td>69.3</td>
</tr>
</tbody>
</table>

Table 2. mAP@0.5% results on multi incremental steps on Pascal-VOC 2007. Methods with † come from reimplementation.

<table>
<thead>
<tr>
<th>Method</th>
<th>1-10</th>
<th>11-20</th>
<th>1-20 Avg-S</th>
<th>1-10</th>
<th>11-20</th>
<th>1-20 Avg-S</th>
<th>1-10</th>
<th>11-20</th>
<th>1-20 Avg-S</th>
<th>1-10</th>
<th>11-20</th>
<th>1-20 Avg-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>74.7</td>
<td>75.7</td>
<td>75.2</td>
<td>74.7</td>
<td>75.7</td>
<td>75.2</td>
<td>76.8</td>
<td>70.4</td>
<td>75.2</td>
<td>73.5</td>
<td>74.7</td>
<td>75.2</td>
</tr>
<tr>
<td>Fine-tuning</td>
<td>6.6</td>
<td>28.3</td>
<td>17.4</td>
<td>21.8</td>
<td>5.2</td>
<td>12.3</td>
<td>8.8</td>
<td>16.7</td>
<td>10.0</td>
<td>8.0</td>
<td>2.4</td>
<td>6.7</td>
</tr>
<tr>
<td>ILOD (Fast R-CNN) [51]</td>
<td>67.2</td>
<td>59.4</td>
<td>63.3</td>
<td>65.2</td>
<td>62.1</td>
<td>49.8</td>
<td>55.9</td>
<td>62.2</td>
<td>65.6</td>
<td>47.6</td>
<td>60.2</td>
<td>65.8</td>
</tr>
<tr>
<td>Faster ILOD [43]†</td>
<td>68.3</td>
<td>57.9</td>
<td>63.1</td>
<td>65.5</td>
<td>64.2</td>
<td>48.6</td>
<td>56.4</td>
<td>62.8</td>
<td>66.9</td>
<td>44.5</td>
<td>61.3</td>
<td>67.1</td>
</tr>
<tr>
<td>MMA</td>
<td>66.7</td>
<td>61.8</td>
<td>64.2</td>
<td>67.3</td>
<td>65.0</td>
<td>53.1</td>
<td>59.1</td>
<td>63.8</td>
<td>68.3</td>
<td>54.3</td>
<td>64.1</td>
<td>67.5</td>
</tr>
</tbody>
</table>

results on the same settings. We compare either with methods using rehearsal [21,27,29] or not using them [43,51,57,59]. We underline that the former methods are not compared fairly with MMA, since we do not use any replay memory to store old samples. Furthermore, for a fair comparison we report ILOD [51] and Faster ILOD [43] using our same architecture and training protocol. Finally, we report two simple baselines: the joint training upper bound, where the architecture is trained using the whole dataset and all the annotations, and the fine-tuning, where the architecture is trained on the new data using Eq. (1), without employing any regularization strategy.

As can be noted in Tab. 1, fine-tuning suffers a large drop in performance on the old classes, clearly indicating that catastrophic forgetting is an issue to be addressed. While previous works improve the performance, addressing the forgetting issue, MMA outperforms all the previous methods, also the ones that use exemplars to avoid forgetting, demonstrating the validity of our approach. In particular, when comparing with ILOD [51] and Faster ILOD [43], we note that our method achieve comparable performance on old classes but outperforms them on the new classes, outperforming them of 1% on both 19-1 and 15-5, and even by 10% on the 10-10 setting. We argue that the improvement is largely due to the unbiased distillation loss, that modeling the missing annotations, removes incoherent training objectives, increasing the performance. Comparing MMA to previous state-of-the-art, we note that it outperforms the competitive rehearsal strategies in every setting. On the 19-1 setting, MMA outperforms the ILOD-Meta by 0.5% considering equally every class (Avg-S) and by 1.1% OW-DETR when considering equally old and new classes (Avg). Similarly, in the 15-5 and 10-10 settings, MMA outperforms the best rehearsal method by 0.9% and 0.3% on all the classes 0.7% and by 0.3% on the Avg metric, respectively.

Multi-step incremental settings (10-5, 10-2, 15-1, 10-1). While performing a single training step is valuable to evaluate the ability to alleviate catastrophic forgetting, a more realistic setting is to perform multiple incremental steps adding new classes. In this section, we analyze the behavior of MMA against three baselines: fine-tuning, ILOD [51], Faster ILOD [43], all implemented following our experimental protocol. We report the results for the four considered settings in Tab. 2, showing the mAP% over multiple incremental steps and Fig. 3, where the results after the last incremental step are reported. Tab. 2 further reports the average performance across multiple steps Avg-S.

We can observe that performing multiple incremental steps is challenging and existing methods performances drop badly compared to single step scenarios. In particular, fine-tuning the network on new data, without using any
Main text: 

**4.4. Instance Segmentation Results**

Following the protocol used in incremental object detection, we evaluate our method considering two experimental settings: adding one (19-1) and five (15-5) classes in a single training step. As in object detection, we follow the alphabetical order of the dataset. Following the standard practice on instance segmentation, we report the mAP averaged across 11 IoU thresholds, ranging from 0.5 to 0.95, with a step of 0.05. We compare MMA with fine-tuning, fine-tuning using the unbiased classification loss (Eq. (3)), ILOD [51] and Faster ILOD [43]. For all the methods we employ the same architecture and hyper-parameters.

Tab. 3 shows the results for the 19-1 and 15-5 settings, reporting the average mAP of new and old classes separately, the average over all classes, and the average of new and old classes (Avg), weighting them equally. We can see that fine-tuning shows an impressive forgetting on old classes, both on the 19-1 and 15-5 settings. Introducing the unbiased classification loss (Eq. (3)) helps in alleviating forgetting but the results are still low on old classes, clearly indicating that introducing a technique to prevent forgetting is required. ILOD and FasterILOD, in fact, improve the performances on old classes. However, forgetting is prevented at the cost of a decrease in performance on novel classes: they both lose nearly 8% on the 19-1 and 5% on the 15-5 with respect to fine-tuning. Differently, employing our proposed MMA we clearly improve the performance, preventing forgetting while showing good performance on novel classes. In particular, w.r.t. ILOD and Faster ILOD, MMA obtains, on new classes, nearly +5% and +3%, respectively on 19-1 and 15-5, while showing comparable performance on old classes. Considering the extended version of MMA (MMA + \( \ell_{\text{mask}} \)), it slightly improves the performance on old classes w.r.t. MMA, while obtaining comparable results on the new ones. Overall, it obtains 41.1% and 38.2% on the 19-1 and 15-5, respectively, 0.3% and 0.9% better than MMA. Interestingly, we note that, without any regularization on the mask head (MMA), we can still achieve good segmentation performance. This is due to the non competitiveness among classes on the mask head, which only regress a binary segmentation mask, while the class is predicted by the classification head, as in standard Faster R-CNN. Overall, MMA and its extension demonstrate to outperform the other baselines in instance segmentation, showing a good trade-off between learning the new classes and avoiding to forget the old ones.

**4.5. Ablation Study**

In Table 4 we report a detailed analysis of our contributions, considering 15-5 setting in incremental object detection. We ablate each proposed component: the unbiased classification loss (Eq. (3)), the classification head knowledge distillation loss (\( \ell_{\text{RCNN}} \)), the use of the RPN distillation loss (\( \ell_{\text{RPN}} \)), and finally, the use of a feature distillation loss, as proposed in [43]. The first row indicates fine-tuning the network on the new data, without applying any regularization. It can be noted that the performances are poor on the old classes, while it achieves good performance on the new ones. Adding the unbiased classification, the per-

---

**Table 3.** mAP@0.5% results of incremental instance segmentation on Pascal-VOC 2012.

<table>
<thead>
<tr>
<th>Method</th>
<th>19-1</th>
<th>15-5</th>
<th>Avg</th>
<th>19-1</th>
<th>15-5</th>
<th>Avg</th>
<th>19-1</th>
<th>15-5</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>40.4</td>
<td>54.1</td>
<td>41.1</td>
<td>47.2</td>
<td>41.0</td>
<td>41.2</td>
<td>41.1</td>
<td>41.1</td>
<td>41.1</td>
</tr>
<tr>
<td>Fine-tuning</td>
<td>6.7</td>
<td>46.3</td>
<td>8.7</td>
<td>26.5</td>
<td>1.9</td>
<td>35.3</td>
<td>10.2</td>
<td>18.6</td>
<td>10.0</td>
</tr>
<tr>
<td>Fine-tuning w/ Eq (3)</td>
<td>12.5</td>
<td>47.5</td>
<td>14.3</td>
<td>30.0</td>
<td>13.0</td>
<td>35.5</td>
<td>18.6</td>
<td>24.2</td>
<td>18.6</td>
</tr>
<tr>
<td>ILOD [51]</td>
<td>40.1</td>
<td>38.3</td>
<td>40.0</td>
<td>39.2</td>
<td>39.2</td>
<td>30.8</td>
<td>37.1</td>
<td>35.0</td>
<td>35.0</td>
</tr>
<tr>
<td>Faster ILOD [43]</td>
<td>40.6</td>
<td>38.1</td>
<td>40.4</td>
<td>39.3</td>
<td>39.4</td>
<td>30.3</td>
<td>37.1</td>
<td>34.8</td>
<td>34.8</td>
</tr>
<tr>
<td>MMA</td>
<td>40.6</td>
<td>43.0</td>
<td>40.8</td>
<td>41.8</td>
<td>38.2</td>
<td>33.7</td>
<td>37.1</td>
<td>35.9</td>
<td>35.9</td>
</tr>
<tr>
<td>MMA + ( \ell_{\text{mask}} )</td>
<td>41.0</td>
<td>42.8</td>
<td>41.1</td>
<td>41.9</td>
<td>40.2</td>
<td>32.2</td>
<td>38.2</td>
<td>36.2</td>
<td>36.2</td>
</tr>
</tbody>
</table>

**Table 4.** Ablation study of the contribution of MMA components in the 15-5 setting. Results are mAP@0.5%. MMA is in green.

<table>
<thead>
<tr>
<th>Eq. (3)</th>
<th>( \ell_{\text{RCNN}} )</th>
<th>( \ell_{\text{RPN}} )</th>
<th>19-1</th>
<th>15-5</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>14.2</td>
<td>59.2</td>
<td>25.4</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>40.0</td>
<td>57.8</td>
<td>44.4</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>67.3</td>
<td>60.3</td>
<td>65.6</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>73.7</td>
<td>56.8</td>
<td>69.5</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>72.8</td>
<td>59.4</td>
<td>69.5</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>73.0</td>
<td>60.5</td>
<td>69.9</td>
</tr>
</tbody>
</table>

[mMA]
formance on the old classes substantially improves: from 14.2% to 40.0%. This is due to the handling of missing annotation that alleviates forgetting. Introducing the unbiased distillation loss in Eq. (6) (UKD), the performances improves significantly, both on old classes, reaching 67.3%, and new classes, going from 57.8% to 60.3%. We argue that the performances on the new classes improves thanks to the distillation loss since the model learns to better distinguish the old classes from the new ones, improving the overall precision. We then introduce the RPN distillation loss, obtaining the final MMA model. We see that the performance further improves on old classes, achieving 73.0%, while the performance on the new classes is comparable.

Finally, we compare the unbiased knowledge distillation in MMA with other possible choices. Inspired by previous works we employ the L2 loss on the normalized classification scores [43, 51] and the cross-entropy (CE) loss between the probability of old classes [31]. We see that MMA distillation outperforms them, especially on the new classes, clearly demonstrating that modeling the missing annotations is essential to properly learn them. Overall, MMA achieves on the average of old and new class performance 66.7%, 1.4% and 0.6% more than using the L2 loss or the cross-entropy loss.

5. Conclusions

We studied the incremental learning problem in object detection considering an issue mostly overlooked by previous works. In particular, in each training step only the annotation for the classes to learn is provided, while the other objects are not considered, leading to many missing annotations that mislead the model to predict background on them, exacerbating catastrophic forgetting. We address the missing annotations by revisiting the standard knowledge distillation framework to consider non annotated regions as possibly containing past objects. We show that our approach outperforms all the previous works without using any data from previous training steps on the Pascal-VOC 2007 dataset, considering multiple class-incremental settings. Finally, we provide a simple extension of our method in the instance segmentation task, showing that it outperforms all the baselines. We hope that our work will set a new knowledge distillation formulation for incremental object detection methods. We leave extending our formulation to one-stage detectors as a future work.
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