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Abstract

Learning from limited data in video surveillance is im-
portant for sustainable performance while adapting to new
information in a scene over time or adapting to a differ-
ent scene. In a real-world scene, for an anomaly detec-
tion algorithm, all possible nominal patterns and behaviors
are not typically available immediately for a single train-
ing session. In contrast, labeled nominal data patterns
may become available irregularly over a long time hori-
zon, and the anomaly detection algorithm needs to quickly
learn such new patterns from limited samples for accept-
able performance. Otherwise, it would suffer from frequent
false alarms. Additionally, the anomaly detection algorithm
needs to continually learn new nominal patterns in multiple
training sessions without forgetting the previous knowledge
and losing performance. Cross-domain adaptability (i.e.,
transfer learning to another surveillance scene) is another
task where the anomaly detection algorithm has to quickly
learn from limited nominal training data to achieve accept-
able performance. To overcome these challenges, we de-
sign a modular framework and use it to extract semantic
embeddings, which we then train on by using deep metric
learning. Particularly, we study these three problems (few-
shot learning, continual learning, cross-domain adaptabil-
ity) in a multi-task learning setting. We also compare our
proposed framework to existing state-of-the-art approaches
using various evaluation metrics. The empirical results in-
dicate that the proposed approach is able to outperform the
existing approaches on all three tasks for three benchmark
datasets.

1. Introduction
With an ever-increasing number of closed-circuit televi-

sion (CCTV) cameras and the subsequent amount of video
data generated continuously in real-time, it has now be-
come inefficient and nearly impossible for human opera-
tors to manually analyze the collected data. Particularly, the
ability to detect events in real-time is critical for preven-

tion of potential catastrophes. Hence, video anomaly detec-
tion has been attracting an increasing amount of research
interest, with most of the recent approaches heavily depen-
dent on end-to-end trained complex deep learning based ap-
proaches [11, 32, 43].

In the literature, the video anomaly detection problem
is formulated as detecting activities or events that diverge
from those typically seen in the training data. This is par-
ticularly challenging due to the fact that most anomalies are
contextual in nature, making it almost impossible to obtain a
fairly representative set of anomalies. Hence, conventional
supervised learning approaches are not feasible in video
anomaly detection. For example, in the popular UCSD [30]
and ShanghaiTech [32] video anomaly detection benchmark
datasets, a person riding a bike is considered as anomalous;
however, in the recently released Street Scene [44] dataset,
it is considered as nominal. Hence, most of the existing ap-
proaches [2, 4, 8–10, 17, 23, 32, 40, 42, 44, 45, 55] focus on
learning an all-encompassing notion of normality, and de-
tect events that deviate from it.

A crucial task which is neglected by almost all exist-
ing algorithms is cross-domain adaptability, where a trained
model is able to perform reasonably well on a completely
new surveillance scene without requiring any additional
training. While a similar task was discussed in [34], the
proposed approach still required some training data from
the new scene to fine-tune its model using meta-learning.
This approach might not always be feasible since it requires
a human operator to manually collect a representative set of
nominal frames which also includes new activities pertain-
ing to the surveillance scene, which is not ideal. Further-
more, this cannot be automated by using pretrained activity
recognition models since each video sequence consists of
several different activities occurring at once, which even the
current state-of-the-art approaches cannot detect accurately.

Moreover, in the traditional formulation with a single
training session, the inherent assumption that the training
data includes all possible nominal activities is unrealistic.
Even while considering a single scene (e.g., a static cam-
era monitoring a particular street) setup, it is not possible
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to capture all possible nominal activities in a single train-
ing session. Rather, it would be more realistic to treat the
nominal class as an “open set”, as in continual learning [33].
As opposed to the standard classification setup, where train-
ing on a fixed dataset is followed by testing, in the contin-
ual learning setup, training and testing episodes are inter-
leaved, resulting in an ever-growing training dataset. How-
ever, unlike humans, deep learning based approaches are
unable to learn incrementally from new incoming data with-
out suffering from catastrophic forgetting [25], or learn a
new pattern from only a few samples. Furthermore, current
approaches require training a model from scratch for each
scene, even when the objective and most data patterns re-
main the same (e.g., for a different camera view monitoring
a similar street).

For practical implementations, it is also unreasonable
to assume the availability of sufficient training data for all
nominal events/behaviors. This presents a novel challenge
to the current approaches discussed in Section 2 as their de-
cision functions heavily depend on Deep Neural Networks
(DNNs) [10]. In the existing benchmark datasets, sev-
eral frames are available for all nominal activities, which
makes it relatively straightforward for recent methods to
learn them. However, almost all recent approaches neglect
analyzing the performance of their models in absence of
sufficient training data for a certain activity.

To summarize, our contributions in this paper are as fol-
lows:

• We propose the first multi-task learning framework ca-
pable of cross adaptability, few-shot learning, and con-
tinual learning for video anomaly detection with lim-
ited data.

• We propose the first semantic embedding based ap-
proach for video anomaly detection using deep metric
learning, which significantly reduces the memory and
computational requirements.

• We extensively evaluate our proposed approach on
each task using publicly available datasets and show
that we can transition effectively between them.

2. Related Work
Anomaly detection in videos has been extensively stud-

ied for several years. While early approaches focused on
using handcrafted motion features such as histogram of ori-
ented gradients (HOGs) [3, 5, 30], Hidden Markov Models
(HMMs) [20, 27], sparse coding [39, 54], and appearance
features [6, 30], recent approaches have been completely
dominated by deep learning based algorithms. Recent algo-
rithms can be broadly classified into reconstruction based
approaches [15, 17, 36, 41, 43], which try to classify frames
based on the reconstruction error, and prediction based ap-
proaches [8, 11, 29, 32], which attempt to predict a future

frame, primarily by using generative adversarial networks
(GANs) [16]. More recently, skeletal trajectory based ap-
proaches [40, 49] have been proposed since a large propor-
tion of anomalies in the benchmark datasets involve anoma-
lous human poses. In such algorithms, an RNN architec-
ture is typically used to learn nominal poses, and estima-
tion error is used during testing to detect the level of ab-
normality. Apart from these approaches, [45] proposed a
Siamese network to learn spatio-temporal patches and de-
tect an anomaly using the dissimilarity between patches.
While these methods perform competitively on the bench-
mark datasets, they are completely dependant on complex
neural networks and mostly end-to-end trained.

Several recent works propose using a GAN for detecting
anomalies in videos. For example, [32] proposes a future
frame prediction network which attempts to predict the fu-
ture frame based on a sequence of input frames, and com-
putes the prediction error in terms of the peak signal to noise
ratio. However, such an approach cannot be practically im-
plemented since GANs are notoriously difficult to train on
few samples. Moreover, retraining a GAN from scratch to
offset catastrophic forgetting is computationally infeasible.

Hence, continual learning has been recently gaining in-
creasing research interest [26, 33, 50, 52, 53]. However, not
a lot of progress has been made yet in continual learning
for video anomaly detection. In [10], a modular transfer
learning based architecture is proposed to extract appear-
ance and motion features, and a CUSUM based approach
is used to continually learn nominal patterns. However,
it is only briefly discussed and the algorithm is evaluated
only in terms of the false alarm rate on a single YouTube
video. Furthermore, the algorithm uses an object-centric
framework similar to [18, 22], which treat each object in-
dependently, and fails to capture the intricate relationship
between different objects.

3. Multi-Task Video Surveillance
In the existing video anomaly detection literature, the

singular goal is to detect frames/behaviors which are not
previously seen in the training data. However, for a detec-
tor to be applicable in a real-world scenario, a single model
needs to be able to perform multiple tasks such as knowl-
edge sharing among different scenes, and continually learn-
ing new behaviors from a few samples. Thus, we next care-
fully define a multi-task problem setup for video anomaly
detection, which we believe should guide future research
towards more comprehensive approaches.

3.1. Problem Setup

In the recent literature, most detectors train a reconstruc-
tion or prediction based deep learning model on a batch of
video frames, typically in an end-to-end fashion to learn
nominal appearance or motion features. However, we ar-
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gue that for general video surveillance, such a setup is not
optimal since learned visual embeddings are exceedingly
dependant on conditions such as illumination, view point
variation, occlusion, etc. Also, the standard framework im-
plicitly assumes that sufficient training data is available for
each activity from the target scene where the detector will
be deployed [34]. Such an assumption requires a human to
manually annotate hours of videos from each scene to gen-
erate an anomaly-free training dataset, which is far from
ideal. Motivated by these observations, we propose a gen-
eral video surveillance framework which consists of the fol-
lowing tasks in addition to anomaly detection.

T1: Cross-Domain Adaptability: Given videos from
different scenes but a similar environment, it is fair to as-
sume that the type of nominal activities remains consistent.
Then, a model trained on one scene should be able to adapt
to other scenes without needing any additional training. For
example, in the benchmark video surveillance datasets dis-
cussed in Section 4, the same type of nominal activities are
shared.

T2: Few-Shot Learning: For a more realistic setup,
we assume that the training set consists of limited samples
for some nominal activities, and thus a single model should
also be capable of learning patterns from those few samples.
This task is particularly essential since most recent methods
are deep learning based, which are notoriously difficult to
train on a few samples.

T3: Continual Learning: Finally, it is crucial for a de-
tector to learn new nominal activities without suffering from
catastrophic forgetting. Specifically, the detector should not
lose performance while training on new nominal data.

Recently, [34] proposed a few-shot scene adaptation
framework using meta-learning. However, it collects im-
ages during testing to calibrate the model to the new scene,
which we argue is not ideal since it again requires human
supervision to make sure that it does not include any anoma-
lous activity in training. Furthermore, the approach in [34]
is based on the future frame prediction model [32], which
uses a GAN and thus is unable to perform tasks T1 and T3.
Another recent work, [10] considered T3 as a necessary ob-
jective for a practical video anomaly detector. A kNN based
approach was proposed, which requires the detector to store
all the extracted visual embeddings from the training data in
memory, and during testing find the Euclidean distance to it.
While this allows for a rehearsal-free approach, it quickly
becomes infeasible since the size of the memory required
grows exponentially with the number of objects detected.
Also, due to the high dimensionality of the visual embed-
dings, using clustering based approaches to limit the mem-
ory is computationally too expensive. To the best of our
knowledge, this paper is the first to propose a multi-task
framework which addresses all three tasks simultaneously
and to consider zero-shot cross-domain adaptability. We

next present our proposed approach.

3.2. Proposed Approach

Since humans perceive a visual environment in terms of
activities, we believe that it is more natural and efficient to
learn video activities semantically rather than storing entire
frames in buffer or learning high-dimensional visual em-
beddings. Motivated by the human visual cortex system [1]
which consists of six regions of cortical hierarchy (V1-V6),
we first extract the spatial information (as in V1 & V2) from
the scene by using a using a semantic segmentation model.
This is followed by the global motion (as in V3), i.e., the di-
rection and speed with which different objects travel, which
is extracted using an optical flow model. Finally, we recog-
nize basic objects (as in V4) using an object detector, and
form relationships between the different modalities (as in
V5 & V6).

However, unlike the existing approaches, instead of us-
ing the extracted features as a visual embedding to perform
the tasks (T1-T3), we propose using the labels {location,
appearance, motion} to extract a semantic embedding by
using a Word2Vec model, as shown in Fig. 1. Such
transformation has several advantages. Firstly, it is signifi-
cantly easier to cluster similar labels as compared to high-
dimensional visual embeddings, thus reducing the compu-
tational complexity. Secondly, this allows us to generalize
better to different nominal activities, since in the Euclidean
space, two similar activities such as a “person walking on
the sidewalk” and a “person walking on the road” are quite
apart, however, in the semantic space they are quite close.
Finally, this also allows us to transfer knowledge between
different scenarios since semantic embeddings are indepen-
dent of spatial information. For example, a change in the
location of road would render the learned visual features
useless, whereas it would not affect the learned semantic
features.

3.3. Deep Learning-Based Feature Extraction

In general, the end-to-end training of DNNs for video
anomaly detection necessitates focusing on a particular as-
pect in which anomalies may occur, such as object appear-
ance or motion or pose, and extracting only those features.
However, even in the same scene, anomalous events may
be manifested in different aspects. Hence, advanced video
anomaly detectors should utilize features from multiple as-
pects together. For instance, biological vision systems ex-
tracts different features in the visual cortex such as appear-
ance, global motion, and local motion [1]. To this end,
we propose a flexible feature extraction module that can
work with various modalities, which enables a plug-and-
play modular architecture. This means although appear-
ance, global motion, and local motion features are con-
sidered in this paper, the proposed framework can be eas-
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Figure 1. Proposed video anomaly detection framework. At each time t, neural network-based feature extraction module provides location,
appearance and global motion labels, and local motion (pose estimation) reconstruction error, which is then used to form a semantic
embedding which represents the detected activity. This is then used to train a deep neural network using metric learning, which outputs the
anomaly score.

ily modified to add new feature extractors or remove exist-
ing ones. Furthermore, entirely retraining a video anomaly
detector for new scene/domain is typically not necessary
since most domains share the same feature types (appear-
ance, global motion, local motion, etc.). As a result, to sig-
nificantly reduce the training computational complexity, a
transfer learning approach is utilized in the proposed frame-
work. We next explain the considered feature extractors,
which work in parallel as shown in Fig. 1.

Object Appearance: Object detection has received a
lot of attention in recent years. Broadly, object detectors
can be classified into single-stage and two-stage detectors.
In single-stage object detectors such as YOLO (You Only
Look Once) [47] and SSD (Single Shot Multibox Detec-
tor), the object detection task is treated as a simple regres-
sion problem, and directly outputs the bounding box co-
ordinates. On the other hand, two-stage detectors such as
Faster R-CNN [48] use a region proposal network first to
generate regions of interest and then do object classification
and bounding box regression. These methods are typically
slower and take considerably longer, but are much better
at detecting small objects. While single stage detectors are
more efficient, we noticed that removing the false detec-
tions due to the lower accuracy accrues additional computa-

tional overhead, thus negating the advantage of using such
detectors. To this end, following [31], we train a Faster R-
CNN model which uses a Squeeze and Excitation Network
(SENet) [21], since they generalize extremely well across
different scenarios. SENet has a depth of 152 and uses a
K-means clustering algorithm to cluster anchors, with the
distance metric defined as:

D(box, centroid) = 1− IoU(box, centroid),

where IoU denotes the intersection of union. Using the ob-
ject detector, we extract the bounding box (location) as well
as the class probabilities (appearance) for each object de-
tected in a given frame. Instead of directly using the bound-
ing box coordinates, we instead compute the center and area
of the box and leverage them as our spatial features. During
testing, any object belonging to a previously unseen class
and/or deviating from the known nominal paths contributes
to an anomalous event alarm.

Global Motion: Apart from spatial and appearance fea-
tures, capturing the motion of different objects is also crit-
ical for detecting anomalies in videos. We propose a novel
modification of an optical flow model known as perspec-
tive based optical flow. Optical flow is widely used in the
existing literature to extract motion features. While com-
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puting the optical flow from frames, it is a common occur-
rence that objects closer to the camera covers a larger por-
tion and hence even a slight movement by such an object
results in a significantly larger optical flow. Since in video
surveillance large optical flow values essentially mean an
anomaly, any object close to the camera could cause unnec-
essary false alarms. To prevent such occurrences, we pro-
pose a perspective-based optical flow approach which lever-
ages object detection to normalize the optical flow. While
perspective mapping has been widely used for detecting ve-
hicles, crowds, and license plates, to the best of our knowl-
edge, it has yet to be used for optical flow mapping. For ob-
taining the perspective-based optical flow, we assume that
the difference between the actual heights of people detected
in the videos is negligible. Then, the optical flow can be
written as a function of the width and height of the bound-
ing box, given by

O1 = f

(
w1 ∗ h1

H1

)
,

where O1 is the optical flow intensity for a detected per-
son, H1 is the actual height, w1 and h1 are the width and
height of the bounding box, respectively. Then, assuming
H1 to be constant for each detected person, we compute the
normalized optical flow intensity as

On1 =
O1

w1 ∗ h1
. (1)

To also account for cases where the size of the detected
person is too small and optical flow might not be very ac-
curate, we set the minimum size of the person that can be
detected in the image as 10. In Fig. 2, we see that in the
first case there is an unusually high optical flow intensity
because of a person passing near the camera, which would
lead to false alarms. However, as shown in the second case,
by using the perspective-based optical flow, we successfully
reduce the intensity of the optical flow.

(a) Optical flow without
perspective mapping.

(b) Optical flow with
perspective mapping.

Figure 2. Objects closer to the camera have a significantly higher
optical flow intensity even when they are moving at a nominal
speed, which leads to false alarms. By using perspective-based op-
tical flow, we successfully normalize such cases and prevent false
alarms.

Local Motion: To study the social behavior in a video,
it is an important factor to study the human motion closely.

For inanimate objects like cars, trucks, bikes, etc., moni-
toring the optical flow is sufficient to judge whether they
portray some sort of anomalous behavior. However, with
regard to humans, we also need to monitor their poses to
determine whether an action is anomalous or not. Hence,
using a pre-trained multi-person pose estimator such as Al-
phaPose [13] is proposed to extract skeletal trajectories.

Location: Generalizing to different locations is a cru-
cial step for seamless cross-domain adaptability. Specif-
ically, activities occurring at similar locations need to be
grouped together, or else it can lead to false alarms. For
example, if the training data considers a person walking on
the road as nominal, a similar activity such as walking on
the sidewalk should not be considered as anomalous dur-
ing inference. Hence, to recognize different background
locations, we use a hierarchical multi-scale semantic seg-
mentation model trained on the Cityscapes dataset 1. The
model uses HRNet-OCR as backbone and is more memory
efficient than other approaches. It uses an attention based
approach to combine multi-scale predictions.

Semantic Embedding: Finally, we define each detected
activity for every frame in the form of its output label from
each model. This simple transformation allows for several
advantages. First, due to its small dimensionality, cluster-
ing similar semantic labels is significantly easier compared
to clustering visual embeddings. This reduces the computa-
tional and memory cost, which is one of the issues [10] suf-
fers from. Furthermore, it also allows for easy interpretabil-
ity of the detected activity, which is a missing aspect in al-
most all recent works. Finally, practical challenges such as
few-shot learning and continual learning can be easily im-
plemented in the proposed approach. Hence, given seman-
tic labels for each detected activity, we generate its corre-
sponding semantic embedding by using a Word2Vec model
and then average across them to form a 300-dimensional se-
mantic feature vector. The reconstruction error is then con-
catenated with the semantic feature vector, to form the se-
mantic label embedding for each detected activity. We also
generate semantic embeddings for pseudo-abnormal activi-
ties, which are then used to determine if an activity is nom-
inal or anomalous, by learning a new distance metric.

3.4. Anomaly Detection

Deep Metric Learning: Annotating anomalous frames
in videos is a particularly challenging task. On the other
hand, describing nominal and anomalous behaviors using
semantic labels is relatively straightforward. Hence, we
propose to learn a distance metric using a fully connected
deep neural network. As shown in Fig. 1, in our proposed
approach, we pose anomaly detection as a regression prob-
lem. We want the anomalous semantic video embeddings to

1https : / / github . com / NVIDIA / semantic -
segmentation
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have higher anomaly scores than the normal embeddings.
To this end, we propose training a fully connected neural
network with a custom loss function to learn a distance met-
ric. The loss function is based on the triplet loss [19] and is
defined as:

L = max(0,m+ ∥f(a)− f(p)∥ − ∥f(a)− f(n)∥), (2)

where f(·) represents the semantic embedding function, a,
p, n are the anchor, positive and negative semantic labels re-
spectively. The margin m is used to determine the boundary
after which the negative samples contribute to the loss.

On the other hand, localizing the anomalies temporally
or spatially is not a time sensitive task and hence can be per-
formed in an offline fashion. However, in previous works
[22, 32, 38, 42, 44], there is a lack of distinction between
online detection and offline localization. The majority of
existing works are not suitable for online detection as they
perform batch processing [32, 34, 42, 44, 49]. Some recent
works [35, 49] use online methods like LSTM networks,
but also require a normalization of decision statistic over
a video segment, which prevents online detection. More-
over, as discussed in [28], traditional metrics such as preci-
sion and recall cannot effectively evaluate the performance
of online anomaly detection algorithms. Hence, a new per-
formance metric is needed for online anomalous event de-
tection in videos.

Implementation Details: In our implementations, we
use SENet for object detection, Flownet 2 for optical flow,
AlphaPose for pose estimation and HRNet for semantic seg-
mentation. The semantic embeddings are extracted using a
Word2Vec model, and then input to a deep neural network
with 3 layers consisting of 10 neurons each. The DNN is
trained using a triplet loss. Global and local motion fea-
tures are normalized to [0,1] using the min and max values
from the training data.

4. Experiments
In this section, we present the performance of the pro-

posed approach on the tasks defined in Section 3.1. We
first present the performance of our model in terms of the
online anomaly detection and anomalous frame localiza-
tion on the three benchmark datasets. Then, we evaluate
the cross-domain adaptability performance on the Shang-
haiTech Campus dataset, which is the largest publicly avail-
able dataset for video anomaly detection, and consists of
videos captured from 13 different cameras, and the CUHK
Avenue dataset. To evaluate the first task of cross-domain
adaptability, we use the learned model from the first camera
in the ShanghaiTech dataset and test it on the data from all
the other cameras from ShanghaiTech, as well as the CUHK
Avenue dataset. For the second task of few-shot learning,
we analyze the performance of the proposed approach with

respect to the number of frames required to learn the new
patterns. Finally, for the third task of continually learning
new patterns, we check whether the performance of the pro-
posed algorithm consistently improves with each training
session. We also present the performance of our combined
model on a real-world dataset.

4.1. Datasets

We consider three publicly available benchmark
datasets, namely the CUHK Avenue dataset, the UCSD
pedestrian dataset, and the ShanghaiTech campus dataset.

UCSD Ped 2: The UCSD pedestrian dataset is one of the
most widely used video anomaly detection datasets. Due to
the low resolution of the UCSD Ped 1 videos, we only con-
sider the UCSD Ped 2 dataset. The Ped 2 dataset consists
of 16 training videos and 12 test videos.

CUHK Avenue: Another popular dataset is the CUHK
Avenue dataset, which consists of short video clips taken
from a single outdoor surveillance camera looking at the
side of a building with a pedestrian walkway in front of it.
It contains 16 training and 21 test videos with a frame reso-
lution of 360 × 640.

ShanghaiTech: The ShanghaiTech dataset is one of the
largest and most challenging datasets available for anomaly
detection in videos. It consists of 330 training and 107 test
videos from 13 different scenes, which sets it apart from the
other available datasets.

For online detection, we evaluate existing approaches us-
ing the Average Precision Delay (APD) metric proposed
in [12], which computes the area under the precision and
average detection delay curve. For offline localization, we
leverage the traditional Area under the ROC Curve metric
(AUC).

4.2. Results

Online Detection: Since the proposed online detec-
tion formulation is event-based as compared to the classical
frame-based formulation, it only considers an anomaly as
a single event irrespective of the duration over which it oc-
curs. In this setup, we present our results only on the Shang-
haiTech dataset as the UCSD and CUHK Avenue datasets
have fewer than 50 anomalous events, which is not enough
for a reliable average performance comparison. A common
technique used by several recent works [22, 32, 40, 43] is to
normalize the computed statistic for each test video inde-
pendently, including the ShanghaiTech dataset. However,
this methodology cannot be implemented in an online (real-
time) system as it requires the prior knowledge of the min-
imum and maximum values the statistic might take. More-
over, many recent methods [22,34,42] do not have their im-
plementation details/code publicly available, while others
are end-to-end [42, 44, 49] and cannot be implemented to
work in an online fashion. Hence, we compare our method

3894



Online Detection
Method APD

Liu et al. [32] 0.504
Morais et al. [40] 0.324

Luo et al. [37] 0.447
Ours 0.675

Table 1. Online detection comparison in terms of the proposed
APD metric on the ShanghaiTech dataset. Higher APD value rep-
resents a better online anomaly detection performance.

Anomaly Localization (AUC)
Method CUHK Avenue UCSD Ped 2 ShanghaiTech

MPPCA [24] - 69.3 -
Del et al. [7] 78.3 - -

Conv-AE [17] 80.0 85.0 60.9
ConvLSTM-AE [35] 77.0 88.1 -

Growing Neural Gas [51] - 93.5 -
Stacked RNN [36] 81.7 92.2 68.0
Deep Generic [18] - 92.2 -

GANs [46] - 88.4 -
Future Frame [32] 85.1 95.4 72.8

Skeletal Trajectory [40] - - 73.4
Multi-timescale Prediction [49] 82.85 - 76.03
Memory-guided Normality [43] 88.5 97.0 70.5

Ours 86.4 95.6 70.12

Table 2. Offline anomaly localization comparison in terms of
frame-level AUC on three datasets.

with the online versions of [32, 37, 40]. Our proposed al-
gorithm achieves a better performance than the other algo-
rithms in terms of quick detection and achieving high preci-
sion in alarms, as indicated by Table 1 in terms of the APD
value.

Anomalous Frame Localization: To show the anomaly
localization capability of our algorithm, we also compare
our algorithm to a wide range of state-of-the-art methods,
as shown in Table 2, using the commonly used frame-
level AUC criterion. The pixel-level criterion, which fo-
cuses on the spatial localization of anomalies, can be made
equivalent to the frame-level criterion through simple post-
processing techniques [44]. Hence, for anomaly localiza-
tion, we consider the frame-level AUC criterion. As shown
in Table 2, our proposed algorithm outperforms the exist-
ing algorithms on the UCSD Ped 2 and CUHK Avenue
datasets, and performs competitively on the ShanghaiTech
dataset. The multi-timescale framework [49] is the only one
that outperforms ours on the ShanghaiTech dataset since
the anomalies are mostly caused by previously unseen hu-
man poses and [49] extensively monitors them using a past-
future trajectory prediction based framework. However, this
causes their performance to severely degrade on the CUHK
Avenue dataset, and similar to [40], they cannot work on the
UCSD dataset.

Cross Domain Adaptability: In this case, we only train
our model on the training videos from a single camera in
the ShanghaiTech dataset and evaluate its performance on

the test videos from the rest of the cameras, and also on the
Avenue dataset. Cross-domain scene adaptation is mostly
unexplored and to the best of our knowledge only [34] dis-
cusses a similar few-shot adaptation concept. However,
the proposed approach discussed in [34] requires several
anomaly-free video frames for adapting their model to the
new scene, which might not always be feasible. Particu-
larly, in [34], a GAN-based framework is used in [34] sim-
ilar to [32], and MAML algorithm [14] is used for meta-
learning. As shown in Tables 3–5, considering zero-shot
adaptability the proposed approach is able to outperform the
state-of-the-art methods in terms of the frame-level AUC, as
well as the proposed APD metric. In both of the considered
datasets, behaviors that are considered anomalous are the
same, which satisfies our inherent assumption.

Few-Shot Learning: Unlike the original UCSD and
ShanghaiTech datasets, where an individual riding a bike
is considered abnormal, we presume that this is a nomi-
nal activity with few training samples in this case. How-
ever, the remaining anomalous events in the UCSD dataset,
such as a skateboarder or a cart passing by, are still consid-
ered anomalous. Our goal here is to compare the few-shot
learning capability of the proposed and state-of-the-art al-
gorithms and see how well they adapt to new patterns. In
this case, together with the available training data, we also
train on a few samples of a person riding a bike. In Fig. 3, it
is seen that the proposed algorithm clearly outperforms the
state-of-the-art algorithms [9, 32, 36] in terms of few-shot
learning performance. It is important to note that for video
applications, 10 shots (i.e., frames) correspond to less than
a second in real time.

Figure 3. Comparison of the proposed and state-of-the-art algo-
rithms Liu et al. [32], Luo et al. [36] and Doshi et al. [9] in terms of
few-shot learning. Together with the original training data, some
frames for bike riding are used to train the algorithms. The pro-
posed algorithm achieves high performance even with one shot.
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Method Cam-1 Cam-2 Cam-3 Cam-4 Cam-5 Cam-6 Cam-7 Cam-8 Cam-9 Cam-10 Cam-11 Cam-12
Stacked RNN [36] 0.6412 0.6083 0.6116 0.6231 0.6834 0.6951 0.6482 0.6294 0.6867 0.6789 0.6924 0.6485

Future Frame Prediction [32] 0.6780 0.6178 0.6632 0.6588 0.6984 0.7351 0.6814 0.6186 0.6743 0.6789 0.6548 0.6509
Ours 0.7529 0.7065 0.7613 0.6813 0.7843 0.8137 0.7888 0.6258 0.7064 0.663 0.7531 0.7193

Table 3. Performance of the proposed detector in terms of frame-level AUC for cross-domain adaptability on different cameras from the
ShanghaiTech Dataset.

Method Cam-1 Cam-2 Cam-3 Cam-4 Cam-5 Cam-6 Cam-7 Cam-8 Cam-9 Cam-10 Cam-11 Cam-12
Stacked RNN [36] 0.401 0.442 0.4874 0.5012 0.4378 0.4275 0.487 0.5031 0.4145 0.4612 0.4365 0.4457

Future Frame Prediction [32] 0.4730 0.4356 0.4647 0.4537 0.512 0.5832 0.5534 0.5203 0.5043 0.4989 0.4762 0.4831
Ours 0.6482 0.5671 0.6743 0.6980 0.6944 0.5963 0.6175 0.5958 0.5734 0.61 0.6482 0.6725

Table 4. Performance of the proposed detector in terms of event-level APD for cross-domain adaptability on different cameras from the
ShanghaiTech Dataset.

Frame-level AUC
Approach ShanghaiTech Avenue

Stacked RNN [36] 0.643 0.724
Future Frame Prediction [32] 0.652 0.749

Skeletal Trajectory [40] 0.683 -

Ours 0.689 0.79

Table 5. Overall performance of each model in terms of frame-
level AUC for cross-domain adaptability when trained on camera
1 from the ShanghaiTech dataset and tested on the entire Shang-
haiTech and Avenue datasets.

Continual Learning: Due to the lack of existing bench-
mark datasets for continual learning in surveillance videos,
we follow the same modification to the original Shang-
haiTech dataset as in the few-shot learning scenario, and
presume that riding a bike is a nominal behavior. Our aim
is to compare the proposed and state-of-the-art algorithms’
continuous learning capabilities for video surveillance to
see how well they respond to new trends. The algorithms
are initially trained on the original training data, and then
incrementally updated using the bike frames. In Figure 4, it
is seen that the proposed algorithm clearly outperforms the
state-of-the-art algorithms [10, 32, 36] in terms of continual
learning performance. Note that the proposed method does
not use the local motion reconstruction error for the UCSD
dataset since pose estimation does not work well with low
quality videos.

5. Conclusion
For video anomaly detection, we present a multi-task

framework, which consists of cross-domain adaptability,
few-shot learning, and continual learning. A modular
method which consists of an interpretable transfer learn-
ing based feature extractor, and a novel anomaly detector
using semantic embedding and deep metric learning was
proposed. The proposed method first detects anomalous

Figure 4. Comparison of the proposed and the state-of-the-art al-
gorithms Liu et al. [32], Luo et al. [36] and Doshi et al. [9] in terms
of continual learning capability. Different than few-shot learning,
here the new data (bike frames) are used to incrementally update
the algorithms after the initial training on the training data. While
training with new samples, the proposed algorithm maintains su-
perior performance compared to the state-of-the-art methods.

events in an online manner, and then deals with localiz-
ing the anomalous video frames, following the necessity for
timely detection in realistic settings. Since online detection
of anomalous events is widely ignored in the video anomaly
detection literature, a new performance metric for compar-
ing algorithms in terms of online detection was developed.
Through extensive testing on the benchmark datasets, we
show that the proposed approach significantly outperforms
the state-of-the-art methods in cross-domain adaptability,
few-shot learning, and continual learning.
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