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Abstract

Unsupervised continual learning aims to learn new tasks
incrementally without requiring human annotations. How-
ever, most existing methods, especially those targeted on im-
age classification, only work in a simplified scenario by as-
suming all new data belong to new tasks, which is not realis-
tic if the class labels are not provided. Therefore, to perform
unsupervised continual learning in real life applications, an
out-of-distribution detector is required at beginning to iden-
tify whether each new data corresponds to a new task or
already learned tasks, which still remains under-explored
vet. In this work, we formulate the problem for Out-of-
distribution Detection in Unsupervised Continual Learning
(OOD-UCL) with the corresponding evaluation protocol.
In addition, we propose a novel OOD detection method by
correcting the output bias at first and then enhancing the
output confidence for in-distribution data based on task dis-
criminativeness, which can be applied directly without mod-
ifying the learning procedures and objectives of continual
learning. Our method is evaluated on CIFAR-100 dataset
by following the proposed evaluation protocol and we show
improved performance compared with existing OOD de-
tection methods under the unsupervised continual learning
scenario.

1. Introduction

Unsupervised continual learning is an emerging future
learning system, capable of learning new tasks incremen-
tally from unlabeled data. It requires neither static datasets
nor human annotations compared with supervised offline
learning. Existing methods study this problem under the
assumption that all new data belongs to new tasks. We ar-
gue that if human annotation is not available as common in
unsupervised scenario, we cannot know whether the unla-
beled new data belongs to new or learned tasks. For exam-
ple, an image-based mobile food recognition system should
be able to distinguish new and learned food images first in-
stead of blindly treating all of them as new food classes to

perform unsupervised continual learning for update. There-
fore, in order to make unsupervised continual learning work
in practical problems, an out-of-distribution (OOD) detec-
tor should be required at the beginning of each incremental
learning step to identify whether each data belongs to new
or already learned tasks. However, the problem of OOD de-
tection in continual learning still remains under-explored,
i.e. none of the existing OOD detection methods target for
continual learning.

The goal of OOD detection for image classification is
to detect novel classes data. However, it becomes more
challenging under continual learning scenario due to (1) the
training data of learned tasks becomes unavailable; (2) we
also need to address catastrophic forgetting problem [18].
Most existing methods cannot be applied here because they
either require all training data for already learned tasks to
train an OOD detector [ 13,25, 28], or they need to modify
the training procedure and objectives [9, 19,20, 29], which
may sacrifice the classification accuracy. Therefore, we fo-
cus on “post-hoc” methods [3 1] that can be directly applied
on any trained classification models to perform OOD detec-
tion based on the output confidence, which has been widely
adopted in real-world environments to avoid the need to ac-
cess training data.

The central idea of “post-hoc” methods to perform OOD
detection is to assign in-distribution (ID) data with higher
confidence value Conf;, than the OOD data Conf,,, based
on the output vector where the confidence Conf is defined
as the maximum of softmax output [10, | 5] or the energy
score [16]. The detection performance greatly depends on
the difference value of output confidence between ID and
OOD data D. = Conf;,, — Conf,,,, where higher D, in-
dicates better discrimination. However, there exists two
major issues in continual learning scenario that can lead to
the decrease of D, including (1) the biased output value to-
wards new classes as revealed in [30, 33]; (2) the decrease
of output confidence compared with offline learning due to
the objective of improving generalization ability to mitigate
catastrophic forgetting [14,32]. Both issues can result in
performance degradation for existing “post-hoc” methods.

In this work, we first formulate the OOD detection in
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unsupervised continual learning scenario denoted as OOD-
UCL and introduce the corresponding evaluation protocol.
Then, we propose a novel OOD detection method that can
address both issues mentioned above to achieve improved
performance in unsupervised continual learning scenario.
The main contributions are summarized as following.

* To the best of our knowledge, we are the first to for-
mulate the problem and evaluation protocol for out-of-
distribution detection in unsupervised continual learn-
ing (OOD-UCL), which remains under-explored.

* A novel method is introduced for OOD detection by
correcting output bias and enhancing output confi-
dence difference based on task discriminativeness.

* We conduct extensive experiments on the CIFAR-
100 [12] dataset to show the effectiveness of each com-
ponent of our proposed method compared to existing
works under OOD-UCL scenario.

2. Related Work

We focus on image classification problem and we review
the existing methods that are related to our work including
(1) unsupervised continual learning; (2) OOD detection.

2.1. Unsupervised Continual Learning

Compared with supervised case, unsupervised continual
learning has not received much attention [17]. Stojanov et
al. [27] introduced an unsupervised object learning envi-
ronment to learn a sequence of single-class exposures. In
addition, CURL [22] and STAM [26] are proposed for task-
free unsupervised continual learning where task boundary
is not given. Based on existing supervised protocol [23],
the most recent work [5] proposed to use pseudo labels ob-
tained based on cluster assignments to perform continual
learning and show promising results on several benchmark
datasets in unsupervised scenario. However, they only as-
sume a simplified scenario where all the new data belong to
new classes, which rarely happens in real life applications
when the class labels are not available. Therefore, an OOD
detector that can work under unsupervised continual learn-
ing scenario becomes indispensable.

2.2. Out-of-distribution Detection

As illustrated in Section I, we focus on image classifi-
cation based OOD detection and analyze this problem in
continual learning scenario where the training objective is
more challenging. Therefore, we target on methods that
can be applied to any trained classification model without
modifying the training procedure, which is called “post-
hoc” methods [31]. Existing “post-hoc” methods are origi-
nated from [10], which directly uses the maximum softmax
probability as the confidence score to discriminate ID and
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Figure 1. Formulation of out-of-distribution detection in unsuper-
vised continual learning (OOD-UCL). hk refers to the updated
incremental models after learning 7%. D and S¥ denote the
corresponding training and testing splits for task K, respectively.

OOD data. Then ODIN [15] applies temperature scaling
and input perturbation to amplify the confidence difference
D, between ID and OOD data where a large temperature
transforms the softmax score back to the logit space. Built
on these insights, recent work [16] proposed to use energy
score as output confidence for OOD detection, which maps
the output to a scalar through a convenient log-sum-exp op-
erator. However, none of the existing “post-hoc” methods
consider the two issues in continual learning scenario as il-
lustrated in Section 1, resulting in performance degradation.

3. Problem Formulation

The objective is to perform OOD detection in continual
learning scenario to discriminate unlabeled learned tasks
data (as ID) and new task data (as OOD), which can be
then incorporated into any existing unsupervised contin-
ual learning methods to apply in real life applications. We
formulate the out-of-distribution in unsupervised continual
learning (OOD-UCL) problem based on the existing unsu-
pervised class-incremental learning protocol [5] to evalu-
ate the OOD detection performance before each incremen-
tal learning step. Specifically, the continual learning for
image classification problem 7 can be expressed as learn-
ing a sequence of N tasks {T!,..., 7N} corresponding
to (N — 1) incremental learning steps where the learning
of the first task 7' is not included. Each task contains
M non-overlapped classes, which is known as incremen-
tal step size. Let { D!, ..., DV} denote the training data and
{81, ..., SN} denote the testing data for each task, we for-
mulate the OOD-UCL with the following properties.

Property 1: The OOD detection is performed at be-
ginning of the learning step for each new task 7% where
K € {2,..N}. The test data belonging to learned tasks
St i e {1,..K —1}isregarded as ID data and the test data
belonging to the current incremental step S¥ is regarded as
the OOD data. Figure 1 illustrates the evaluation protocol,
where we perform total (N — 1) times OOD detection for
continually learning a sequence of N tasks {7},..., 7™V}.

Property 2: The training data allowed for OOD de-
tection before learning 7X is restricted to (1) the train-
ing set of DX~1 and (2) the stored exemplars belonging
to {77, ..., TX=2} if applicable. This restricts the usage of
most existing methods [ 13,25, 28] which requires all train-
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Figure 2. The overview of our proposed method where x refers
to input data and hx denotes the continual model after learning
task 7. We first correct the bias of output O to obtain O and
then perform confidence enhancement to further increase the con-
fidence difference D, to improve OOD detection performance.

ing data for learned classes to train an OOD detector.

Evaluation metrics: In OOD detection, each test data
is assigned with a confidence score where samples below
the pre-defined confidence threshold are considered as OOD
data. By regarding the ID data as positive and OOD data as
negative, we can obtain a series of true positives rate (TPR)
and false positive rate (FPR) by varying the thresholds. One
of the commonly used metrics for OOD detection is FPR9S,
which measures the FPR when the TPR is 0.95 and lower
value indicates better detection performance. Besides, we
can also calculate the area under receiver operating charac-
teristic curve (AURQOC [2]) based on FPR and TPR as well
as the area under the precision-recall curve (AUPR [24]).
For both AUROC and AUPR, a higher value indicates bet-
ter detection performance.

4. Our Method

In this section, we introduce a novel “post-hoc” OOD
detection method with the goal of improving the perfor-
mance under unsupervised continual learning scenario, i.e.
increase the confidence difference D, between ID and OOD
data for better discrimination. The overview of the proposed
method is shown in Figure 2, which can be directly applied
without requiring any change to the existing classification
models. There are two main steps including bias correc-
tion and confidence enhancement where we first correct
the biased output value and then enhance the confidence
difference D, based on task discriminativeness, which are
described in Section 4.1 and Section 4.2, respectively.

4.1. Bias Correction

Output bias towards new classes is a widely recognized
issue [30,33] caused by the lack of training data for learned
tasks during continual learning. This results in the increase
of the output value towards the biased classes for both ID
and OOD data, therefore decreases the confidence differ-
ence D, i.e. the degradation of OOD detection perfor-
mance. Motivated by WA [33] which shows the existence
of biased weights in the FC classifier, we propose to per-
form bias correction by normalizing output logits based on
the norm of weight vectors in the classifier corresponding
to each learned class. Specifically, we denote the weight

parameters in the classifier as P € R4 where d is the
dimension of extracted feature of each input sample and C'
refers to the total number of classes seen so far. The weight
norm of P corresponds to each learned class is calculated
as

|Wi| = Ly(PY, P20 P4 i e {1,2,..C} (1)

where Lo() denotes the I, normalization and P7** refers
to the element of j** row and k** column in P. Let
O = {o',0%,...,0°} denote the output from the classifier,

we normalize it through
o' =o' /|[W',ie€{1,2,..C} ()

where 6 refers to the corrected output for class i. Our
weight-based normalization generates the corrected output
by efficiently mitigating the bias effect from the classifier.

4.2. Confidence Enhancement

The learning objective also changes in continual learn-
ing scenario. Besides learning new tasks, we also need
to maintain the learned knowledge. As shown in [21],
higher confident output can decrease the model’s general-
ization ability, which leads to catastrophic forgetting. Most
existing continual learning methods address this problem
by adding regularization to restrict the change of parame-
ters [1,3,4, 11, 14,23] when learning new tasks, which de-
crease the output confidence for both ID and OOD data,
resulting in the decrease of confidence difference D.. Our
goal is to increase D, to achieve better detection perfor-
mance. Our proposed confidence enhancement method
is motivated by the most recent work [6, 7], which show
that the continual learning model is able to maintain the
discriminativeness within each learned task. Ideally, an
ID data should be more confident and task-discriminative
than OOD data. Therefore, after correcting the biased out-
put, we apply softmax on O = {6',62,...,6} to ob-
tain S = {5',42,...,5°}. We extract the maximum value
as §mm = mam(ﬁ) and its corresponding task index

Lyar = argmax,_; o (S) where K denotes the total

number of tasks {7, ..., 7"} learned so far. The soft-
max output value for task 77 is extracted from S as

max

Stee = {51 .87 .80} where M refers to the
number of classes in each task, i.e. the incremental step
size. We then measure the discriminativeness based on en-
tropy as in Equation 3 where lower entropy H indicates

more discriminative.

M
Hy,o =Y 87, X logu(57,..) 3)
=1

Finally, we calculate the confidence score as

Sma:r
Conf = o 1< @)

max
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Figure 3. Results on CIFAR-100 with step size (a) 5 (b) 10 and (c) 20. The numerator and denominator of x-axis refers to the number of
learned classes and new added classes, which are regarded as in-distribution and out-of-distribution data, respectively.

Methods Step size 5 Step size 10 Step size 20

AUROCT AUPRtT FPRY95] | AUROCT AUPRT FPRY95 | | AUROCT AUPRT FPR9Y95|

MSP [10] 0.679 0.947 0.855 0.685 0.899 0.873 0.681 0.834 0.877

ODIN [15] 0.723 0.950 0.810 0.715 0.909 0.831 0.715 0.858 0.839

Energy Score [16] 0.707 0.950 0.824 0.714 0.907 0.837 0.706 0.853 0.844

Ours (w/o BC) 0.712 0.951 0.823 0.719 0.912 0.845 0.706 0.851 0.842

Ours (w/o CE) 0.708 0.947 0.836 0.713 0.907 0.851 0.699 0.844 0.854

Ours 0.754 0.959 0.793 0.736 0.915 0.824 0.729 0.874 0.814

Table 1. Average AUROC, AUPR and FPR95 on CIFAR-100 with step size 5, 10 and 20. BC and CE denotes bias correction step and

confidence enhancement step, respectively. Best results are marked in bold.

where ¢ = 0.00001 is used for regularization. Test samples
assigned with larger score is regarded as ID data.

5. Experimental Results

Our proposed OOD detection method can work easily
with any unsupervised continual learning approach. In this
section, we show its effectiveness by incorporating the base-
line in [5] to perform unsupervised continual learning. We
follow the proposed evaluation protocol by comparing the
OOD detection results with existing “post-hoc” methods in-
cluding MSP [10], ODIN [15] and Energy Score [16]. We
run each experiment 5 times and report the average results.

We use the CIFAR-100 [12] dataset and divide the 100
classes into splits of 20, 10 and 5 tasks with corresponding
incremental step size 5, 10 and 20, respectively. For unsu-
pervised continual learning baseline [5], we apply ResNet-
32 [8] and train 120 epochs for each incremental step and
the learning rate is decreased by 1/10 for every 30 epochs.
Exemplar size is set as 2,000. Following the protocol in
Section 3, we perform OOD detection at the beginning of
each new task except the first one.

5.1. Results on CIFAR-100

Table 1 shows the average OOD detection results on
CIFAR-100 in terms of AUROC, AUPR and FPR95 as in-
troduced in Section 3. We observe consistent improvements
for OOD detection in unsupervised continual learning sce-
nario compared with existing “post-hoc” methods. Besides,
we also include ours (w/o BC) and ours (w/o CE) for ab-

lation study where BC and CE denote bias correction and
confidence enhancement steps as illustrated in Section 4.
Note that the MSP [10] can be regarded as ours (w/o BC
and CE). Thus, both BC and CE improves the detection
performance compared with MSP and our method includ-
ing both steps achieve the best performance. In addition, the
AUROC on CIFAR-100 for each incremental step is shown
in Figure 3. Our method outperforms existing approaches
at each step especially with larger margins for smaller step
size, as both output bias and confidence decrease problems
become more severe due to the increasing number of incre-
mental learning steps.

6. Conclusion

In this work, we first formulate the problem of out-
of-distribution detection in unsupervised continual learn-
ing (OOD-UCL) and introduce the corresponding evalua-
tion protocol. Then a novel OOD detection method is pro-
posed by correcting output bias and enhancing confidence
difference between ID and OOD data. Our experimental
results on CIFAR-100 show promising improvements com-
pared with existing methods for various step sizes.

For future work, instead of splitting the dataset with non-
overlapped classes, we will focus on unsupervised contin-
ual learning in a more realistic scenario where each new
task may contain both new classes and learned classes data.
Therefore, a more efficient method that can perform contin-
ual learning based on the output of OOD detection is needed
for real life applications.
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