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Abstract

In Unsupervised Domain Adaptation (UDA), a network
is trained on a source domain and adapted on a target do-
main where no labeled data is available. Existing UDA
techniques consider having the entire target domain avail-
able at once, which may not be feasible during deployment
in realistic settings where batches of target data are ac-
quired over time. Continual Learning (CL) has been deal-
ing with data constrained paradigms in a supervised man-
ner, where batches of labeled samples are sequentially pre-
sented to the network and the network continually learns
from the new data without forgetting what was previously
learned. Our method for unsupervised continual learning
serves as a bridge between the UDA and CL paradigms.
This research addresses a gradually evolving target do-
main fragmented into multiple sequential batches where the
model continually adapts to the gradually varying stream of
data in an unsupervised manner. To tackle this challenge,
we propose a source free method based on episodic mem-
ory replay with buffer management. A contrastive loss is
incorporated for better alignment of the buffer samples and
the continual stream of batches. Our experiments on the
rotating MNIST and CORe50 datasets confirm the benefits
of our unsupervised continual learning method for gradu-
ally varying domains. The codes are available at ht tps :
//github.com/abutaufique/ucl—-gv.git.

1. Introduction

Deep neural networks have shown near human level ca-
pabilities in fundamental computer vision tasks such as im-
age classification [3], object detection [43], object track-
ing [51], and semantic segmentation [55]. While humans
can learn new information continuously without drastically
forgetting the previously learned information [16, 35], neu-
ral networks show vulnerability when new tasks are added
for learning by forgetting the previously learned knowledge,
also known as catastrophic forgetting [ 14,22,23]. Deep net-
works also suffer when transferring the existing knowledge
to learning a relevant task if there is a domain shift or con-
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Figure 1. Proposed paradigm of Unsupervised Continual Learning
for Gradually Varying domain adaptation (UCL-GV). The network
is trained on a source domain and continually adapts using small
incoming batches of data from a gradually varying target domain
that has no labels.

cept drift in the training domain [36, 39].

The classification task becomes challenging when a net-
work is trained on a source domain dataset and operates on
a target domain which has different distribution and no la-
beled samples. The target domain represents a new environ-
ment where the model is deployed and the network needs to
adapt using unsupervised domain adaptation (UDA) meth-
ods [12,49]. In many real world settings, the target do-
main is gradually changing over time, such as the case of
an autonomous vehicle’s interaction with the surrounding
environment which is continuously changing due to vary-
ing illumination (from day to night) or weather conditions
(from sunny to cloudy) etc. [1,2,26,33]. However, current
UDA methods are not well-suited for operating in gradually
changing environments where the target data are acquired
in small batches of unlabeled samples. In this paper, we
present an unsupervised continual learning solution to the
novel paradigm of domain adaptation in gradually evolving
domains illustrated in Fig. 1.

Existing approaches tackle the UDA task using sub-
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space/manifold alignment between source and target fea-
tures [8, 11, 38,42, 52] or adversarial domain alignment
[46,53,54]. In all of these approaches, a network is first
trained on the source domain and then adapted to the tar-
get domain using all samples from both the source and tar-
get datasets. Simultaneous access to both source and target
datasets is often not feasible, which has motivated source
free domain adaptation methods [27,32,50] that do not need
the source data during adaptation. While source free UDA
methods conserve memory, they still require the entire tar-
get domain which is not suitable for cases where target data
are acquired in small batches or when dealing with data that
have gradually varying distributions.

Our unsupervised continual learning approach for grad-
ually varying domains (UCL-GV) is designed to adapt to
the target domain using small incoming batches, as the tar-
get domain distribution is gradually varying. The UCL-GV
method has potential applications in edge Al [1,2,26,33],
where learning takes place under resource constraints with
limited available memory or computational resources. The
CL paradigm typically addresses these scenarios for super-
vised learning [29], while our proposed UCL-GV method
deals with an unsupervised adaptation setting.

In recent years, CL attracted significant interest because
of its realistic nature in model deployment [29]. In super-
vised CL, the learning problem is formulated in two major
ways [16]: a) batch incremental learning, where the dataset
is split into a certain number of batches and the algorithm
encounters each data batch sequentially and runs for multi-
ple epochs to learn the distribution of the samples [5,6,21],
and b) streaming learning, where only a single instance of
the data is fetched by the algorithm and this sample is only
seen once [13, 15, 19]. Streaming learning is inherently
more challenging than batch incremental learning. In this
research, we access the gradually evolving domain through
a sequence of batches, as illustrated in Fig. 1. We term this
learning procedure as batch streaming domain incremental
learning. Since the target domain is dynamic (gradually
evolving) and each batch of data is presented only once to
the network, fast adaptation is a key challenge for such do-
main adaptation.

To address these challenges, we investigate a novel
paradigm for unsupervised continual learning that performs
domain adaptation in gradually evolving domains, as de-
picted in Fig. 1. We propose UCL-GV, a novel method
based on selectively storing samples in a buffer and replay-
ing them when a new batch of samples is fetched. To miti-
gate the small domain shift between the existing buffer sam-
ples and the incoming batch samples, due to the gradually
varying nature of the target data, we propose to perform
alignment using a contrastive loss.

The contributions of our research are outlined below.

* We introduce the novel setting of unsupervised contin-

ual learning for domain adaptation in gradually vary-
ing domains based on batch streaming that bridges the
gap between unsupervised domain adaptation and con-
tinual learning research.

* We use a First-In, First-Out (FIFO) buffer for replay-
ing the episodic memory to aid the domain alignment
for gradually evolving domains. The buffer samples
with the incoming batch samples help achieve better
clustering to compute robust pseudo labels for adapta-
tion.

* We utilize a contrastive loss to improve the domain
alignment between the existing buffer samples and the
incoming batch samples from the gradually varying
target domain.

* Our method significantly outperforms existing SOTA
UDA methods that do not use any episodic memory.

2. Related Works
2.1. Continual Learning

Continual learning without catastrophic forgetting [37] is
an inherent capability in humans. On the other hand, neu-
ral networks are mired in catastrophic forgetting whenever
a network is required to learn a new task with limited data
[22]. The CL community approaches this problem in mul-
tiple ways [15]: Elastic Weight Consolidation (EWC) [23],
memory replay [48], distillation [10, 18], and fine tuning.
In EWC, the previously learned kernel weights are regular-
ized by a quadratic term during learning new information
so that the changes in the weights are not drastic. Mem-
ory replay is another popular way of combating catastrophic
forgetting, where samples are partially or fully stored after
passing through the network and then replayed with the in-
coming data, so as to prevent the model from forgetting the
already learned knowledge. Existing methods save samples
in a memory buffer by storing raw samples [41,47] or by
storing sample embeddings [14]. With the availability of
a new batch or stream of samples, either the entire set of
samples [13] or a partial set of samples [5,21] are replayed
from the buffer. Approaches for CL under concept drift
include [9, 24]. Matthias et. al. [9] proposed an evolving
prototype estimation mechanism to continually learn under
concept drift. In our UCL-GV method, we adopt a selec-
tive store and replay strategy for our unsupervised contin-
ual learning scenario, motivated by the strong performance
of this scheme in the CL literature [5].

2.2. Continual Domain Adaptation

Existing DA research formulates the problem of contin-
ual domain adaptation in primarily two major ways: grad-
ually evolving domain shift [1, 2, 20, 26], and sudden do-
main shift [40,44] between the source and target domains.
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FRIDA [40] formulated a multi-target continual UDA ap-
proach where each target domain is fully available to the
model at once during adaptation, and the network contin-
ues to adapt to multiple target domains one after the other
sequentially. A similar formulation is used by [44] where
EWC is used to mitigate catastrophic forgetting.

The work in [26] proposed an UDA method for an evolv-
ing target domain. The sequential gradually varying data
were split into three different domains: a source domain, an
intermediate domain, and a target domain. The intermediate
domain was introduced to represent the gradually evolving
nature of the data, rather than having a drastic domain shift
between the source and the target domains. A meta learn-
ing approach was proposed for continual adaptation. Fol-
lowing [26], the work in [7] proposed to perform domain
adaptation without having the sequential indexes of the in-
termediate domains. ConDA [45] formulated the continual
domain adaptation problem that considers small batches of
samples arriving from the target domain with the network
continually adapting to the incoming batches of samples.
The ConDA method utilized a buffer mechanism to selec-
tively store and replay samples, and sample mixup to im-
prove the soft label estimation for the unlabeled target do-
main.

Our proposed setting of unsupervised continual learning
for domain adaptation in gradually evolving domains has
two major differences from [7,26]. First, each batch of data
from the intermediate and target domains are only seen once
rather than multiple times as proposed in [7,26]. Second,
both the source data and the intermediate/target data are re-
quired during meta training, while ours is a more realistic
source-free adaptation setting to address the constraints in
data access or privacy concerns. In contrast to ConDA [45],
which considers that the continual data come from a station-
ary target domain and the network can adapt over multiple
epochs, our UCL-GV considers that the data come from a
gradually evolving domain and is only allowed one epoch
for adaptation. Only a batch of samples is presented to the
network at one time, and these samples are discarded after
that time step, except the ones which are selectively stored
in the memory buffer. In accordance with batch stream-
ing learning, we restrict adapting our model to only one
epoch over the new batch and buffer samples, whenever a
new batch of gradually evolving samples is received. These
constraints make the scope of our research more challeng-
ing compared to existing UDA settings and more aligned
with the current direction in CL research.

3. Method

For the UDA problem, we consider three domains as
illustrated in Fig. 1: a source domain, an intermediate
domain, and a target domain. The source domain, Dq,

Ns

has Cs classes with source data {x%,yi}!, with ng la-

beled samples, where x, € X, with labels y, € V. As
in [26], we further consider an unlabeled intermediate do-
main, D, that has C;,,; classes with X;,,; samples, and an
unlabeled target domain, Dy, that has Cy,, classes with
samples X;,-. By generalizing the notations, we combine
the intermediate and target domain as D, with unlabeled
data Xy = Xy U Xiqr with Ct = Cint = Ctar = Cs
classes. Here z; € X; and {zi}!t, with n; is the total
number of unlabeled samples and ¢ is gradually varying,
t € [0,1]. We further consider that D, is split into m
sequential batches X; = {X;,, X4, Xy, - - -, Ay, } where
11 <t <tz <--- <t and each batch has n;, i.i.d. sam-
ples where n, = _." | ny,. Since we consider a gradual
domain adaptation, we assume that the domain change in
continual batches is small, i.e., lima;—0 d(Dy, Dipat) =0
for any domain distribution distance measurement method
d [33].

The objective of UCL-GV is to train a model f, : Xy —
Y, parameterized by 6, and continually adapt it on D; so
that the model f; : X;, — );,, parameterized by 6,, pro-
vides better performance on X}, when ¢ = m, compared
to f; : Xy — ), with having only f, and &} during adapta-
tion. The overall objective can also be represented in terms
of the loss computation as follows [33].

rréin Eiv0,1)E(as o )~Diar L(ft (), y2) =

1 (1)
mln/ E(mt,yt)NDmr'C(ft (xt)a yt) dt
0

0y

The architecture of UCL-GV is shown in Fig. 2. In-
spired by [32], we initially train our source model fq(x) =
hs(gs(x)) on the source data. The model consists of two
parts, a feature extractor with a backbone followed by a
fully connected layer and a batch normalization layer de-
noted as gs. The generated features are passed through the
hypothesis layer that consists of a fully convolutional layer,
followed by a weight normalization layer denoted as h.
The source network is trained with a label smoothing loss.
For the target model, f;(z) = h¢(g:(x)), the feature extrac-
tor model g; is initialized with g5 and set as trainable, while
the transferred hypothesis model h; = hg is kept frozen
throughout the adaptation procedure.

The unlabeled data from D, are sequentially presented
to the network and certain samples are selectively stored in
a buffer after processing each incoming new batch, X;,. At
each step in time when a new batch is received, the exist-
ing buffer samples are added to the incoming batch samples
for adaptation. This prevents the clusters from deviating too
much from one batch to the next. The details of the buffer
and buffer management strategies are provided next, in Sec.
3.1 and 3.2. Since the incoming samples are without labels,
clustering is needed for pseudo-label assignment. However,
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Figure 2. Proposed UCL-GV method for unsupervised continual learning for domain adaptation in gradually varying domains.

the clustering techniques utilized in [4, 32] primarily deal
with samples from a stationary distribution and are not suit-
able for gradually varying domains. In this paper, we im-
prove upon this clustering technique to incorporate samples
from non-stationary distributions. Since the domain gap be-
tween the incoming batch samples and the buffer samples is
small, we utilize contrastive alignment between the buffer
prototypes (cluster centers) and the batch samples by min-
imizing the prototypical contrastive loss L,., as shown in
Fig. 2. The procedure is detailed in Sec. 3.4. It is impor-
tant to note that the existing buffer samples and new incom-
ing batch samples are fed through the network only once,
i.e. only one epoch of the B;,_, |J Ay, samples is allowed
at each time step during adaptation. The total number of
adaptation time steps is equal to the number of sequential
incoming batches of data from D, the combined intermedi-
ate and target domain.

3.1. Buffer

In our setting we consider closed-set domain adaptation
where C, = C; with the same classes in the source and tar-
get domains. We allocate equal number of samples from
each class in the buffer B; = {By,,Bt,,- - -, B:,, } based
on pseudo-label assignment on incoming target samples.
This allows the class-wise data distribution to be consider-
ably uniform throughout the adaptation process. The buffer
stores raw samples for adaptation, and the buffer samples

are managed by a buffer manager as described in the next
subsection.

3.2. Buffer Manager

The buffer manager is responsible for populating the
buffer with new samples while partially or fully dropping
the existing samples depending on the number of batch and
buffer sizes. We considered multiple buffer sample selec-
tion mechanisms that exist for the supervised CL paradigm.
One popular scheme of sample selection is uniform random,
where all the incoming batch samples are combined with the
existing buffer samples and the samples to be stored for the
next time step are randomly selected with uniform proba-
bility. Another option is to store all the previously encoun-
tered samples until the current batch, and then randomly
select a subset with uniform probability for replay [5]. Ex-
isting research shows strong results based on this method.
Minimum logit distance is another method where the sam-
ples are selected based on the distance to a decision bound-
ary [6]. Some other mechanisms are also introduced in [15]
such as choosing samples with minimum confidence, maxi-
mum loss, maximum time since last replay, and so on. How-
ever, we argue that most of the supervised buffer manage-
ment strategies are not readily applicable to unsupervised
continual learning, except the random selection technique.
We tested several schemes for updating the buffer samples,
such as selecting samples randomly with uniform proba-
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bility, samples with high confidence, samples closer to the
cluster center, and samples with first-in, first-out queue. We
found that first-in, first-out queue performs slightly better
than all of the other methods for gradually varying domain
adaptation (demonstrated in Sec. 5.3). Intuitively, since
the domain is gradually evolving, the estimated pseudo la-
bels are the most appropriate when the domain shift within
the available data is minimum. If the domain shift between
existing buffer samples and the incoming batch samples is
high, the estimated pseudo label quality degrades and hence
the adaptation performance also degrades.

3.3. Clustering

At time t;, the network utilizes a new batch of samples
A, and the existing buffer samples B;, , from the previ-
ous time step. The combined data X;, | J B;,_, produces n;
i.i.d. minibatches that are passed through the feature extrac-
tion network g;, and the features are accumulated to per-
form clustering. We adopted weighted k-means clustering
encouraged from [4,32,45] that provides the pseudo labels
and cluster centers.

Batch Samples

Buffer
Prototypes

Figure 3. Application of contrastive loss using the buffer proto-
types (cluster centers) and the batch samples, for better clustering.

3.4. Contrastive Alignment

Since the domain gap between two consecutive data
batches is small (due to the gradually varying domains),
we propose to align the feature representations of the in-
coming batch and buffer samples using a contrastive loss.
Such alignment between the buffer and batch features com-
plements the clustering process and generates better pseudo
labels. We compute a cosine distance based contrastive loss
from the buffer prototypes to the batch samples as shown in
Fig. 3. The buffer prototypes (cluster centers) are computed
with the current state of the feature extractor gy, using the
pseudo-labels 3; € V) for the samples in the buffer and the

incoming batch samples, B;, _, |J X%, , as follows [32].

2oaien,, , W = k)gi(z1)
ZztGBH; ]l(gt = k)

1

2

Zp =

In our experiments, z;, € RI/X256_ The batch features are
computed as follows.

z = gi(w1),Vay € &y, (3)

Both the batch features and the buffer features are normal-
ized.

ha= 4)
||z | |||

The normalized features are used to compute the prototypi-
cal contrastive (PC) loss L. [30,31].

Zj, =

exp (il - ik:g’;‘)
S exp (2 - Zn)

We minimize the PC loss in conjunction with the other loss
functions.

ch = - IOg )

3.5. Overall Loss Function

We adopt the Information Maximization (IM) [25, 32]
loss, according to the formulation of [45] that minimizes the
entropy Lcr; and equal diversity loss L.,. With the pseudo
labels computed in the overall clustering, we compute the
cross-entropy loss below.

‘CCE = ExtGBti71 UXt,i’thj)t - log O—k(ft(mt)) (6)

where, oy, 1s the softmax function. The overall loss function
is written as follows.

»c(gt) = Lent + Vl‘ceqdiv + ’72£ce + ’YBACpc (N

where 71, 72, and 73 are hyper-parameters. The overall pro-
cess is presented in Algorithm 1.

4. Datasets and experiments

We used two datasets, rotating MNIST and COReS50, for
evaluation. We adopt the rotating MNIST [26] which has
50,000 training and 10,000 test images. It is created to
mimic an evolving domain where the first 20,000 images are
used for training our source model and are rotated between
[0°,10°]. The next 30,000 images from the training set form
the intermediate domain and are rotated between [10°, 50°].
The 10,000 test images are selected as the target domain and
are rotated between [50°, 60°]. Following [32], we consider
the entire target domain for evaluation after adaptation on
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Algorithm 1: UCL-GV algorithm

: A source trained model
fs = hs - gs : Xs = Vs, evolving data
batches {X;,, Xi,, - - - X, } from D;.
Output: A model continually adapted on D; and the
corresponding predicted labels for X},
Init. : Initialize the target network g; with g4 and
set the hypothesis network h; = hs and
keep it frozen during adaptation.
fori < 1tomdo
if i = 1 then
else
‘ X «— Xti U Bt
end

Input

i—1°

Y Compute psuedo labels for X;
for j < 1ton, do
Get i.i.d batch samples from (X,Y);
Compute Lent, Leg, and Lee;
if i = 1 then

| Lpe+0;
else

Loy
Compute the PC loss using Equation (5);

end
Compute £(g;) using Equation (7);
Optimize g, with L(g;);

end
B, < Fill buffer using g;and (X;,, B, ,);

end

the intermediate and the target domains. Examples of the
rotating MNIST dataset are shown in Fig. 4.

Further, we restructure CORe50 [34] dataset to evalu-
ate UCL-GV under the continually evolving domain adap-
tation setting. CORe50 dataset is specifically designed for
CL research and has 50 domestic objects from 10 categories
collected on 11 sessions. We found that choosing 8 ses-
sions makes the dataset suitable for gradually varying do-
mains where the backgrounds of the images vary gradually
in appearance. Additionally, there are pose and illumina-
tion changes among various sessions. We used the samples
from session ‘sl’ as the source domain, ‘s2’, ‘s3’, and ‘s&’
as the unlabeled intermediate domain, and ‘s9’, ‘s11’, ‘s4’,
and ‘s10’ as the target domain where the samples are ap-
pended according to the order mentioned here. Examples
of the CORe50 dataset are shown in Fig. 5.

The source model is trained with randomly sampled data
from the entire source domain. Following the setting in
[26], the intermediate domain is chosen to implement a

3%unos
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Figure 4. Rotating MNIST dataset.

gradual change, rather than a drastic change from the source
domain to the target domain. The intermediate domain
and the target domain are provided to the network sequen-
tially, however, the classes are randomly mixed. For the
rotating MNIST dataset, we utilize a LeNet backbone [28]
with two convolutional layers. For the CORe50 dataset, we
choose a ResNetl8 backbone [17]. We normalize the ro-
tating MNIST samples to have 0.5 mean and 0.5 standard
deviation. CORe50 samples undergo resizing to 256 x 256
pixels, and random cropping to size 224 x 224, random
horizontal flipping, and normalization for adaptation. The
starting learning rate for rotating MNIST is 0.01 and for
CORe50 is 0.001, and are varied according to the setup
of [32]. We empirically set y; = 1, v2 = 0.6, and y3 = 3.0
for rotating MNIST and v5 = 0.1, and 3 = 1.0 for the
CORe50 dataset.

5. Results
5.1. Performance on Full Target Domain

We computed the domain adaptation performance with
our baseline method [32] using the full target dataset, as
shown in Table 1. For all settings, the model is evaluated
only on the target dataset, X;,,-. The model with only source
training (without adaptation on the intermediate or the tar-
get domain) evaluated on the target domain indicates the
domain gap between the source and the target domain. On
the rotating MNIST dataset, the low classification score of
45.16% of the source trained model indicates a large do-
main gap between the source domain and the target do-
main. On the other hand, the performance of the source
trained model on CORe50 dataset is 74.59%, which shows
a smaller domain gap between the source and the target do-
mains. The CORe50 dataset contains slight changes among
the three domains in the background.

The target-only model is the case where the model is
trained on the source dataset and adapted to the target
dataset, X}, without any intermediate domain data. Af-
ter adapting to the target domain with the baseline method,
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Figure 5. CORe50 [34] dataset in a gradual time varying setting.

Method Adaptation domain ~ Domain availability = Rotating MNIST CORe50
Baseline [32] None (No adaptation) Full 45.16 74.59
Baseline [32] Target only Full 67.88 90.19
Baseline [32] Intermediate + Target Full 96.20 91.49
Gradual ST [26]  Intermediate + Target Continual 92.03 N/A
Baseline [32] Intermediate + Target Continual 94.20 87.14
UCL-GV Intermediate + Target Continual 95.66 89.07

Table 1. Percent accuracy of UCL-GV and comparison with other methods. The experiments on rotating MNIST are performed with a
continual batch size of 128 and buffer size of 512. CORe50 experiments are performed with a continual batch size of 16 and buffer size of

32. All evaluations are conducted on the target domain Dyq-.

performance on both datasets improves significantly. For
the rotating MNIST dataset, the performance improves by
22.72% and for the CORe50 dataset, the performance im-
proves by 15.6%.

With the availability of the intermediate domain, the shift
between the source and the adaptation domains is much
smaller. This leads to significant performance gains com-
pared to the target-only adapted baseline model, even for the
cases of continual learning from small incoming batches.

5.2. Performance on Gradually Varying Domains

UCL-GV shows significant improvement over the exist-
ing baseline [32] and Gradual ST [26], as shown in Ta-
ble 1. The results on Gradual ST [26] are obtained by
running the publicly available codebase on our dataset set-
tings. In the continual adaptation setting, the performance
of the baseline [32] method degrades by 2% on the rotat-
ing MNIST dataset and by 4.35% on the CORe50 dataset,
compared to the adaptation on the full intermediate and tar-
get domains simultaneously. UCL-GV outperforms Grad-
ual ST by 3.63% and the baseline method by 1.46% on
rotating MNIST dataset on the continual settings. On the
CORe50 dataset, UCL-GV outperforms the continual base-

line method by 1.93%.

To further illustrate the continual learning capability of
our method, we evaluate the classification performance on
all of the target samples X}, of the rotating MNIST dataset
after each incoming batch X}, from D;, as shown in Fig.
6. Our method shows consistent performance gains while
learning on new batches of data.

5.3. Effects of Batch and Buffer Sizes

To understand the impact of batch and buffer sizes on
continual adaptation, we conducted ablation studies on the
rotating MNIST dataset. Fig. 7 shows the results obtained
when varying the buffer size (top) and batch size (bottom).
The results in Fig. 7 (top) also demonstrate the effectiveness
of the first-in, first-out queue. Additionally, we observe that
the performance increases with increase in the buffer size.
This observation is consistent with the existing supervised
streaming learning scenario [15]. Based on intuition, in-
creasing the buffer size provides access to more samples,
which improves unsupervised clustering and prototype rep-
resentation from the buffer samples. However, this comes
at the cost of larger memory footprint, and the buffer size
selection will depend on the available system resources.
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Figure 6. Performance of UCL-GV on the rotating MNIST tar-
get domain D, during continual adaptation on each incremental
batch from the combined intermediate and target domain D;.
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Figure 7. Impact of varying the buffer size (top) and batch size
(bottom) of UCL-GV on the rotating MNIST dataset.

The results for various batch sizes, while the buffer size
is kept fixed, are shown in Fig. 7 (bottom). When the in-
coming batch size is varied from 64 to 512, the performance
degrades with increase in batch size, which may appear
counter intuitive. However, since the target domain data

is varying gradually, that is, the class-wise data distribution
is continuously changing, having a larger batch size might
cause overlap between different class distributions across
the varying domain. This can potentially lead to incorrect
pseudo-label assignments and eventually result in negative
adaptation and lower performance.

5.4. Ablation Studies

We demonstrate the effectiveness of various aspects of
UCL-GV by performing ablation studies on the rotating
MNIST dataset. We performed each experiment 3 times
and report the average in Table 2. The UDA baseline
[32] method achieves 94.20% accuracy in continual adap-
tation across varying domains. After adding the buffer, we
observe ~1% improvement in performance, which corre-
sponds to 14.8% reduction in error, validating the effective-
ness of including the memory buffer. With the introduc-
tion of contrastive alignment between the buffer prototypes
and the batch samples, the final performance of UCL-GV is
95.66%, which is a 1.46% total improvement over the base-
line, or 25.2% reduction in error .

Method Percent Accuracy
Baseline 94.20
Baseline+Buffer 95.06
UCL-GV: Baseline+Buffer+£,. 95.66

Table 2. Ablation studies of UCL-GV on the rotating MNIST
dataset. Experiments are performed with a continual batch size
of 128 and buffer size of 512.

6. Conclusion

We propose a novel method for unsupervised continual
learning for domain adaptation in gradually varying do-
mains. We formulate the adaptation problem in a batch
streaming manner where the network needs to adapt to the
incoming batches by leveraging the already learned infor-
mation from the earlier batches. To aid gradual adaptation,
we propose to utilize episodic memory replay by selectively
storing samples in a first-in, first-out buffer and replay them
with the next incoming batch. The domain alignment be-
tween the buffer and incoming batch samples is further im-
proved by utilizing a contrastive loss. Our UCL-GV method
outperforms SOTA methods on two datasets.
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