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Abstract

In this paper we consider the problem of incremental
meta-learning in which classes are presented incrementally
in discrete tasks. We propose Episodic Replay Distillation
(ERD), that mixes classes from the current task with ex-
emplars from previous tasks when sampling episodes for
meta-learning. To allow the training to benefit from a large
as possible variety of classes, which leads to more gener-
alizable feature representations, we propose the cross-task
meta loss. Furthermore, we propose episodic replay distil-
lation that also exploits exemplars for improved knowledge
distillation. Experiments on four datasets demonstrate that
ERD surpasses the state-of-the-art. In particular, on the
more challenging one-shot, long task sequence scenarios,
we reduce the gap between Incremental Meta-Learning and
the joint-training upper bound from 3.5% / 10.1% / 13.4%
/ 11.7% with the current state-of-the-art to 2.6% / 2.9% /
5.0% / 0.2% with our method on Tiered-ImageNet / Mini-
ImageNet / CIFAR100 / CUB, respectively.

1. Introduction
Meta-learning, also commonly referred to as “learning to

learn”, is a learning paradigm in which a model gains expe-
rience over a sequence of learning episodes.1 This experi-
ence is optimized so as to improve the model’s future learn-
ing performance on unseen tasks [1]. Meta-learning is one
of the most promising techniques to learning models that
can flexibly generalize, like humans, to new tasks and en-

1To avoid ambiguities, we use the term episode in the sense used in
meta-learning rather than how it is used in continual learning. We use task
in the sense of continual learning to refer to a disjoint group of new classes.
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Figure 1. Incremental meta-learning with optional exemplar mem-
ories [6]. Data from the previous tasks, unless in the exemplar
memory, is unavailable in successive ones. Conventional meta-
learning assumes a large number of base classes available for
episodic training, while incremental meta-learning requires that
the meta-learner updates incrementally when a new set of classes
(a new task) arrives.

vironments not seen during training. This capability is gen-
erally considered to be crucial for future AI systems. Few-
shot learning has emerged as the paradigm-of-choice to test
and evaluate meta-learning algorithms. It aims to learn from
very limited numbers of samples (as few as just one), and
meta-learning applied to few-shot image recognition in par-
ticular has attracted increased attention recently [2–5].

However, most few-shot learning methods are limited in
their learning modes: they must train with a large number
of classes, with a large number of samples per class, and
then generalize and recognize new classes from few sam-
ples. This can lead to poor performance in practical in-
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cremental learning situations where the training tasks arrive
continually and there are insufficient categories at any given
time to learn a performant and general meta-model. The
study of learning from data that arrives in such a sequential
manner is called incremental learning [7, 8]. Catastrophic
forgetting is the main challenge of incremental learning sys-
tems [9]. To address both the challenges of incremental and
meta learning, Incremental Meta-Learning (IML, illustrated
in Fig. 1) was proposed as a way of applying few-shot learn-
ing in such incremental learning scenarios [6].

To address the IML problem, [6] propose the Indirect
Discriminant Alignment (IDA) method. In this method,
class centers from previous tasks are represented by anchors
which are used to align (by means of a distillation process)
the old and new discriminants. They show that this greatly
reduces forgetting for short sequences of tasks. They also
extended IDA with exemplars2 (EIML) from old tasks, but
surprisingly results showed that this fails to outperform IDA
without exemplars. This seems counter-intuitive, since ex-
emplars usually boost performance in incremental learning.
We identify the following drawbacks of IDA and EIML:
(i) in IDA the anchors are fixed after obtaining them from
their corresponding tasks, while semantic drift will grad-
ually make prediction worse with successive tasks; (ii) in
EIML exemplars are used only for distillation and comput-
ing class anchors, while they are not mixed with current
tasks to make the training more robust; and (iii) evaluation
is only performed on short sequences (maximally 3 tasks).

In this paper we propose Episodic Replay Distillation
(ERD) to better exploit saved exemplars and achieve sig-
nificant improvement in IML. ERD first divides episode
construction into two parts: the exemplar sub-episodes con-
taining only exemplars from past tasks, and the cross-task
sub-episodes containing a mixture of previous task exem-
plars and current task data. Exemplar sub-episodes are then
used to produce episode-level classifiers for distillation over
the query set. Cross-task sub-episodes combine previous
task exemplars with current task samples using a sampling
probability P . Since the current task contains more sam-
ples, and thus higher diversity, a lower P makes better use
of the previous and the current samples – an interesting de-
parture from conventional continual learning in which we
would typically desire more replay from past tasks.

The main contributions of this paper are: 1) Cross-task
meta-learning: we apply a cross-task meta loss which ex-
plicitly uses the exemplars during the meta-learning. This
loss results in higher quality feature representations and bet-
ter generalization to new few-shot recognition problems. 2)
Episodic replay distillation: we exploit the exemplars to
efficiently transfer the knowledge from the previous to the

2Exemplars refer to a small buffer of samples from previous tasks that
can be used during the training of new ones. Note that the rest of samples
are discarded and can not be accessed anymore.

current model. Since the exemplars are closer to the class
prototypes of previous tasks, this results in more efficient
knowledge distillation. We are the first to show how ex-
emplar replay can be used for incremental meta-learning,
as the previous attempt at this only showed marginal im-
provements with exemplars [6]. 3) Experimental evalua-
tion: we are the first to evaluate incremental meta-learning
on long task sequences (evaluation is increased from just 3
tasks in [6] to 16 tasks in our work). Our method signifi-
cantly outperforms the state-of-the-art using both Prototyp-
ical Networks and Relation Networks.

2. Related work
In this section we briefly review the work from the liter-

ature most related to our proposed approach.

2.1. Few-shot learning

Few-shot learning can be categorized into three main
classes of approaches according to which aspect is en-
hanced using prior knowledge: data augmentation, model
enhancement and algorithm-based methods [10]. Among
them, few-shot learning based on metrics or optimization-
based approaches are the main streams in current research.
Metric-based methods. These approaches use embed-
dings learned from other tasks as prior knowledge to con-
strain the hypothesis space. Since samples are projected
into an embedding subspace, the similar and dissimilar
samples can be easily discriminated. Among these tech-
niques, ProtoNets [11], RelationNets [12], MatchNets [13]
and TADAM [14] are the most popular.
Optimization-based methods. These use prior knowledge
to search for the model parameters which best approximate
the hypothesis in search space, and use prior knowledge
to alter the search strategy by providing good initialization
or guiding optimization steps. Representative methods are
MAML++ [15], Reptile [16] and MetaOptNet [17].

2.2. Continual learning

Continual learning methods can be divided into three
main categories [7]: replay-based, regularization-based and
parameter-isolation methods. Since parameter-isolation
methods are restricted to the task-aware settings [7], we
only discuss the first two categories which are relevant.
Replay methods. These prevent forgetting by including
data (real or synthetic) from previous tasks, stored either in
an episodic memory or via a generative model. There are
two main strategies: exemplar replay [18–21] and pseudo-
replay [22, 23]. The classification model in continual learn-
ing is a joint classifier, the exemplars are used to correct the
bias [21] or regularize the gradients [24]. However, in incre-
mental meta-learning there is no joint classifier (only a tem-
porary classifier for each episode). Thus, those exemplar-
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based methods need adaptation to the incremental meta-
learning. Replay for Incremental Meta-Learning should be
at the episode level instead of the image level.
Regularization-based methods. These approaches add
a regularization term to the loss function which impedes
changes to the parameters deemed relevant to previous
tasks. The difference depends on how to estimate rele-
vance, and these methods can be further divided into data-
focused [25] and prior-focused [26]. Data-focused methods
use knowledge distillation from previously-learned models.
Prior-focused methods estimate the importance of model
parameters as a prior for the new model.

Distillation methods in continual learning are trying ei-
ther to align the outputs at the feature level [23, 27] or the
predicted probabilities after a softmax layer [25]. However,
aligning at the feature level has been observed to be not
effective [6] and the lack of a unified classifier makes it im-
possible to align in probabilities level. Thus, we also must
adapt distillation to the Incremental Meta-Learning setting.

2.3. Meta-learning for continual learning

In addition to the Incremental Meta-Learning setting,
there are a few works on continual learning that exploit
meta-learning, such as La-MAML [28], iTAML [29] and
OSAKA [30]. These methods focus on improving model
performance on task-agnostic incremental classification.
There is also some work focusing on dynamic, few-shot vi-
sual recognition systems [31–33], which aim to learn novel
categories from only a few training samples while at the
same time not forgetting the base categories. Another re-
lated setting is FSCIL [34–37], where they constrain the
continual learning tasks using a few labeled samples (ex-
cluding the base task, which has many classes and abundant
images to enable learning a strong pretrained model).

Different from these variants, the incremental meta-
learning setting adopts the original objective of few-shot
learning: to make the model generalize to unseen tasks even
when training over incremental tasks, where each task con-
tains a significant amount of data (and is therefore more
similar to standard class-incremental learning) on which we
train our meta-learner. Since the seen classes are increasing,
the model should gain more generalization ability instead of
over-fitting to the current task. The meta-learning can then
perform few-shot classification on unseen classes – some-
thing which is not considered in few-shot class-incremental
learning (FSCIL). And since conventional continual learn-
ing methods are not suitable for incremental meta-learning,
we propose our approach specifically for this setting.

3. Methodology
Future learning systems will aim to continually integrate

new tasks without requiring joint training over all previ-
ously seen data [26, 38]. Specifically, the combination of

incremental learning with meta-learning is relevant, since
at test-time new problems with unseen classes are eval-
uated. Therefore, it is important to develop incremental
learning theory on how this new information can be ab-
sorbed by the learner to further improve its performance on
future tasks. Furthermore, incremental learning does not
require the learner to be trained from scratch every time
new data arrives (which is also more sustainable), and it
can be applied in settings where it is prohibited to retain all
past data due to privacy concerns or governmental legisla-
tion. A practical example of incremental meta-learning is a
robot which must continue to function – with minimal la-
belling effort – in new scenarios where it must manipulate
previously unseen objects. At the same time, it should in-
crementally improve its model to increase performance in
future scenarios. Other scenarios include Lifelong Person
Re-identification [39], and few-shot drug discovery [40].

In this section, we start by defining the standard few-
shot learning formulation and then introduce the incremen-
tal meta-learning setup. Then in sections 3.2 and 3.3 we
describe our approach to Incremental Meta-Learning and
its application to few-shot image recognition.

3.1. Few-shot and meta-learning

We first introduce the standard formulation of few-shot
learning, then describe the incremental meta-learning ap-
proach as applied to few-shot classification.
Conventional few-shot learning. An approach to stan-
dard, non-incremental classification is to learn a parametric
approximation p(y|x; θ) of the posterior distribution of the
class y given the input x. Such models are trained by mini-
mizing a loss function over a dataset D (e.g. the empirical
risk). Few-shot learning, however, presents extra difficul-
ties since the number of samples available for each class y is
very small (as few as one). In the meta-learning paradigm,
training is divided into two phases: meta-training, in which
the model learns how to learn few-shot recognition, and
meta-testing where the meta-trained model is evaluated on
unseen few-shot recognition tasks.

Meta-training for few-shot learning consists of H
episodes (meta-training task in few-shot learning terminol-
ogy), where each episode Dτ is drawn from the train split.
Few-shot recognition problems consisting of N classes with
K training samples per class are referred to N -way, K-
shot recognition problems. Each episode is divided into
support set S and query set Q: Dτ = (S,Q), where
S = {(xi, yi)}NK

i=1 consists of N training classes each with
K images, and Q = {(x̂i, ŷi)}NKQ

i=1 is a set of KQ images
for each of the N selected classes in the episode.

More specifically, we formulate our method based on
ProtoNets in this section, and discuss its extension to Re-
lation Networks later. ProtoNets consist of an embedding
module fθ and a classifier module g. First, the support set
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S is fed into the embedding module fθ to obtain class pro-
totypes ck:

ck =
1

K

∑
(xi,k)∈S

fθ(xi). (1)

Then, an episode-specific classifier is applied to the query
set, where the prediction for class k of query image x̂ is:

gk(fθ(S), fθ(x̂)) = p(y = k|x̂; θ) = exp(−d(fθ(x̂), ck))∑
k′ exp(−d(fθ(x̂), ck′))

(2)
where the summation in the denominator is over all classes
k′ in the support set and d is the Euclidean distance as in
ProtoNets. Then the meta-loss for updating θ is:

Lmeta(θ;S,Q) = −
∑

(x̂,ŷ)∈Q

[log gŷ(fθ(S), fθ(x̂))]. (3)

Incremental Meta-Learning. When performing incre-
mental meta-learning, data arrives as a sequence of disjoint
tasks: X1, ..., Xt, ..., XT , where T denotes the number of
tasks , and t the current training session. The aim of Incre-
mental Meta-Learning is to incrementally learn the param-
eters θt for task t from the disjoint tasks:

θ∗t = argmin
θt

L(θt; θt−1, St, Qt), (4)

Depending on whether we store exemplars from previous
tasks, the support set St and query set Qt can be constructed
differently using samples in the current task and exemplars
from previous tasks. These query and support sets are de-
scribed in detail in the next section.

3.2. Cross-task episodic training

Keeping exemplars from previous tasks is a successful
approach to avoid catastrophic forgetting in conventional in-
cremental learning [18, 41, 42]. However, it is not obvious
how to use exemplars for incremental meta-learning. We
propose a novel way of using exemplars for this setup.

To fully exploit exemplars Et from previous tasks, for
each episode during meta-learning we construct two sets of
support and query images (see Figure 2-(a)). Each episode
is broken down into two sets of few-shot problems:

• In each episode, we construct a cross-task sub-episode
by sampling N classes from the current task with prob-
ability 1− P and from previous tasks with probability
P . It means for each of the N classes in the episode,
a Bernoulli trial with probability P determines if the
class is drawn from a past task. Thus, we have on av-
erage N × (1 − P ) classes from the current task and
N × P from the past. Then, for each class, we ran-
domly sample K images as support set Sm and KQ

images as query set Qm (m denotes that we mix the
exemplars with current task samples here).

From exemplars memory
electric guitar

···
golden retriever

···
crate

From current task
scoreboard

P

1-P

schoolbusgolden retriever dalmatian
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nematode
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theater curtainking crab vase
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Figure 2. (a) Proposed episode sampling. During episodic meta-
learning we build two sets of few-shot problems: exemplar sub-
episodes based on only exemplars from previous tasks (Se

i and
Qe

i ) and cross-task sub-episodes with a mix of exemplars from
previous tasks and samples from the current task (Sm

i and Qm
i ).

(b) Proposed Episodic Replay Distillation framework. Modules in
green are the current embedding model, which are updated with
both cross-task and exemplar sub-episodes. Red lines and blue
lines are data flows for exemplar sub-episode and cross-task sub-
episode, respectively. Solid lines and dotted lines indicate the data
flows from support set and query set respectively. When comput-
ing loss for ProtoNets, g is a parametric-free operation, while for
Relation Networks, g consists of a set of parameters ϕ.

• We also construct an exemplar sub-episode by sam-
pling N classes from only the exemplars from previ-
ous tasks, each with K+KQ images to form a support
set Se and query set Qe. Note that this episode is only
composed of exemplars from previous tasks.

The reason we sample cross-task sub-episodes with
probability P is that exemplars are normally much fewer
than samples in the current task, and thus the exemplars are
not expected to be as varied as the samples from the cur-
rent task. With a probability P , we can control the balance
between current and previous classes in the cross-task sub-
episode. And it doesn’t influence the update of the memory.

Given Sm, Qm, the cross-task meta-training loss is de-
fined as:

Lmeta(θt;S
m, Qm) = −

∑
(x̂,ŷ)∈Qm

log gŷ(fθt(S
m), fθt(x̂)).

(5)
This loss is only computed over Sm and Qm since in Sm

we have samples from the previous and current tasks.
The intra-task meta-loss used in [6] only performs the

meta-learning on the data of the current task. The qual-
ity of the meta-learner is expected to improve with when
learned on wide variety of classes [2–4]. Only considering
the classes within the current task is therefore expected to

3732



limit its generalization. In conclusion, we propose to also
exploit the replay memory during the meta-learning by per-
forming the meta-learning on both the cross-task and exem-
plar sub-episodes.

For saving exemplar to Et, we consider two widely used
strategies. The first strategy stores Nex exemplars for each
class of each previous task, which is standard in replay-
based continual learning methods (UCIR, PODNet, etc.).
In this case, the buffer is linearly increased by training ses-
sions. The second strategy fixes the maximum buffer size to
M exemplars. We apply both settings in the ablation study
and will use the increasing buffer strategy as default.

3.3. Episodic Replay Distillation (ERD)

In addition to cross-task episodic training, multiple dis-
tillation losses are applied to avoid forgetting when we up-
date the current model (see Figure 2-(b)). We first explore
distillation using exemplar sub-episodes. It is computed as:

Le
dist(θt; θt−1, S

e, Qe) =
∑
x̂∈Qe

{KL[g(fθt−1
(Se), fθt−1

(x̂))

|| g(fθt(Se), fθt(x̂))]}
(6)

where fθt−1 is the embedding network from the previous
task with parameters θt−1. During training, only the current
model fθt is updated and fθt−1

is frozen.
Next, similar to Eq. 6, we also propose a distillation loss

using cross-task sub-episodes. It is computed according to:

Lm
dist(θt; θt−1, S

m, Qm) =
∑

x̂∈Qm

{KL[g(fθt−1(S
m), fθt−1(x̂))

|| g(fθt(Sm), fθt(x̂))]}
(7)

The only difference between this distillation loss func-
tion and Eq. 6 is the inputs.

Finally, θt is updated by minimizing:

L(θt; θt−1, S
e, Qe, Sm, Qm) = Lmeta + λmLm

dist + λeL
e
dist,
(8)

where λm and λe are trade-off parameters.

3.4. Extension to Relation Networks

Episodic Replay Distillation is not limited to ProtoNets.
It can also be extended to Relation Networks [12], which
consist of a relation module with parameters ϕ. Losses in-
troduced in previous sections are adapted as:

Lmeta(θt, ϕt;S
m, Qm) =∑

(x,y)∈Sm,(x̂,ŷ)∈Qm

[gϕt
(C(fθt(x), fθt(x̂)))− 1(y = ŷ)]2,

(9)
where C is the concatenation of support and query set em-
beddings, and 1 a Boolean function returning 1 when its

argument is true and 0 otherwise. Distillation losses are up-
dated as:

Lm
dist(θt, ϕt; θt−1, S

m, Qm) =∑
x∈Sm,x̂∈Qm

[gϕt−1
(C(fθt−1

(x), fθt−1
(x̂)))

− gϕt−1
(C(fθt(x), fθt(x̂)))]2

Le
dist(θt, ϕt; θt−1, ϕt−1, S

e, Qe) =∑
x∈Se,x̂∈Qe

[gϕt−1(C(fθt−1(x), fθt−1(x̂)))

− gϕt(C(fθt(x), fθt(x̂)))]2
(10)

Although Relation Networks and ProtoNets adopt differ-
ent ways to calculate the prediction probabilities for given
query images, they share similar network architectures with
embedding and classification modules. This type of archi-
tecture is widely used in metric-based few-shot learning,
and we believe that our method can be easily adapted to
other methods with similar architectures.

4. Experiments
Here we report on a range of experiments to quantify the

contribution of each element of the proposed approach and
to compare our performance against the state-of-the-art in
continual few-shot image classification. More experimental
results are reported in the supplementary material.

4.1. Experimental setup

Here we describe the datasets and experimental proto-
cols used in our experiments.
Datasets. We evaluate performance on four datasets: Mini-
ImageNet [13], CIFAR100 [43], CUB-200-2011 [44] and
Tiered-ImageNet [45]. Mini-ImageNet consists of 600
84×84 images from 100 classes. We propose a split with
20 of these classes as meta-test set unseen during training
sessions. The other 80 classes are used to form the incre-
mental meta-training set which is split into 16 tasks with
equal numbers of classes for incremental meta-learning.
Each class in each task is then divided into a meta-training
split with 500 images, from which support and query sets
are sampled for each episode, and a test split with 100 im-
ages that is set aside for task-specific evaluation. We select
Nex = 20 exemplars per class before learning the next task.

CIFAR100 also contains 100 classes, each with 600 im-
ages, so we use the same splitting criteria as for Mini-
ImageNet. The CUB dataset contains 11,788 images of
200 birds species. We split 160 classes into an incremental
meta-training set and the other 40 are kept as a meta-test set
of unseen classes. We divide the 160 classes into 16 equal
incremental meta-learning tasks. Since there are fewer im-
ages per class, we choose Nex = 10 images per class as
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exemplars for each previous task and 20 images as test split
for each class in each task. On Tiered-ImageNet, We keep
the same test split (8 categories, 160 classes) as in the orig-
inal setup, then split the training and validation classes (26
categories, 448 classes) into 16 equally-sized tasks. We se-
lect Nex = 20 exemplars for each class and 300 images per
class as the test split.
Implementation details. We use ProtoNets as our main
meta-learner, but also validate ERD using Relation Net-
works. We evaluate both the 4-Conv [11] and ResNet-
12 [46] backbones as feature extractors. We sample H = 50
episodes per task in each training epoch. We train each
meta-learning task for 200 epochs using Adam [47] with
a learning rate as 0.001.

We evaluate on two widely used few-shot learning sce-
narios: 1-shot/5-way and 5-shot/5-way. We include results
on both incremental training tasks and the unseen meta-test
set. For each task (including the unseen set), we randomly
construct Nep episodes to obtain the final performance of
the meta-learner, which is computed as the mean classi-
fication accuracy across the Nep episodes. Nep is set as
1000. For exemplar selection for ProtoNets, we use the
Nearest-To-Center (NTC) criterion to select samples clos-
est to the class mean (see Supplementary for a comparison
of rehearsal selection methods). If the exemplar memory
of size M is full, we iteratively remove exemplars from the
class with the most exemplars until there remain only M
total exemplars. For Relation Networks, since the image
embeddings are feature maps instead of feature vectors, we
cannot obtain class prototypes and therefore use random se-
lection. By default we set λm = λe = 0.5 and P = 0.2.
All reported results are an average of three runs under one
fixed, randomly-generated class order for each dataset.
Compared methods. We compare our method with a
finetuning baseline (FT), IDA [6], and a variant of IDA
with Nex exemplars per class (EIML). The meta-test upper
bounds are obtained by jointly training on all training tasks
and testing on the unseen meta-test split (i.e., the standard
setting in non-incremental, few-shot learning). We evalu-
ate on two sets of tasks separately for comparison. At each
training session, we evaluate on previously seen classes as
a way of measuring forgetting. This we call mean accuracy
on seen classes. Performance on the meta-test set (all un-
seen classes) instead measures the generalization ability to
new few-shot recognition problems.

4.2. Experimental results.

In this section, we report on experiments performed on
16-task incremental few-shot learning scenarios.
Comparison with the state-of-the-art. Here we report
results on 16-task 1-shot/5-shot 5-way incremental meta-
learning on all four datasets. The first and third rows in Fig-
ure 3 show mean accuracy on previous tasks. It is clear that

we achieve significantly less forgetting compared to other
methods. In the second and fourth rows, the meta-test accu-
racy for ERD increases with more meta-training tasks due
to seeing more diverse classes, while for IDA and EIML
the performance drops significantly in some training ses-
sions. This might be due to forgetting on previous tasks and
overfitting to the current one. Notably, for our method, the
meta-test accuracy after the last task is much closer to the
joint training upper bound.

Note also that EIML works much better than IDA after
around 4 tasks. In the original IDA paper, the authors report
similar results for both IDA and EIML, which might simply
be due to only evaluating on very short sequences of two
or three tasks. This is likely caused by anchor drift in IDA
and the fact that in EIML exemplars could be used to re-
calibrate them. In general. All methods work better in the
5-shot evaluation. The underlying reason for this is that 1-
shot recognition is more complex than 5-shot.

For Tiered-ImageNet, the trends are similar to CI-
FAR100 and Mini-ImageNet, but the performance differ-
ence between EIML and ERD is smaller since there are
more classes in each task on Tiered-ImageNet. For CUB,
we generally see similar trends as in the other three datasets.
However, since CUB is a fine-grained dataset, the forgetting
in mean accuracy on seen classes is not as serious as for the
other three coarse-grained datasets. Instead, we observe in-
creasing mean accuracy on seen classes, which could be
because the new tasks benefit from the accumulated knowl-
edge from the old ones.

Finally, in Figures 4a and 4b we report the average over
10 random orders on CIFAR100 to show the robustness of
our model to changing task order.

4.3. Comparison with standard CL methods

Our main comparison was presented in the previous sec-
tion comparing to the state-of-the-art IDA/EIML method
especially designed for incremental meta learning. Here,
in Figure 5, we also compare our method with three state-
of-the-art CL methods: iCaRL [18], PODNet [48] and
UCIR [20]. Note that these methods were not designed
for incremental meta-learning and cannot be directly ap-
plied to this scenario. To adapt these methods to incremen-
tal meta-learning, we use them to continually learn repre-
sentations and then evaluate them with a nearest-centroid
classifier for few-shot learning. For the evaluation on
seen classes, we follow the same protocol as IDA where
the average classification accuracy is calculated over Nep

episodes. Observe how on seen classes UCIR works better
than iCaRL and PODNet, however under meta-test evalua-
tion, iCaRL works the best among the standard CL meth-
ods. PODNet performs similarly to the FT baseline in both
cases. Our method, that is especially tailored for incremen-
tal meta-learning, outperforms the standard CL methods by
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(p) 5-shot meta-test accuracy

Figure 3. Results on the 1- and 5-shot, 5-way 16-task setup with a 4-Conv backbone and ProtoNets meta-learner. Evaluations are on
CIFAR100, Mini-ImageNet and Tiered-ImageNet datasets.
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(b) 1-shot meta-test Acc.

Figure 4. Experimental results with 10 task orderings.

a large margin – especially for few-shot evaluation on un-
seen classes, where our 1-shot meta-test accuracy outper-
forms iCaRL by around 8.5% after 16 tasks.

4.4. Ablation studies

Here we show ablation studies on CIFAR100 in the 16-
task 1-shot/5-way scenario with 4-Conv as the backbone.
We report meta-test accuracy to compare among variants.

Ablation on P with λm = λe = 0.5. As shown in Fig-
ure 6a, ERD obtains the best performance with P = 0.2.
This is what we use by default for all previous experiments.
When P = 0, it means there are no previous classes in
the cross-task sub-episode, which performs worse than our
variants with higher probabilities, especially with P = 0.2
and P = 0.4. As P decreases from 0.6 to 0.2, the perfor-
mance consistently improves. The reason is that lower P
results in more current samples, which can ensure the di-
versity of the training samples. This phenomenon is differ-
ent from the conventional use of exemplars in incremental
learning, where more balanced exemplar sampling is prefer-
able. We use the notation P = Rand to identify that P is not
fixed, but that classes in each cross-task sub-episode are ran-
domly selected from all encountered classes up to now and
P is increasing with successive tasks. This achieves worse
results because there are more and more previous classes
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Figure 5. Comparison with CL methods on 1-shot 5-way 16-task setting with a 4-Conv backbone and ProtoNets meta-learner on CIFAR-
100. (Left) Mean accuracy on seen classes. (Right) Meta-test accuracy on the unseen meta-test set.
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(a) Ablation on P
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(b) Ablation on λe, λm
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(d) Ablation on M

Figure 6. Ablation study on 16-task 1-shot/5-way setup on CIFAR100 with 4-Conv. We plot the meta-test accuracy to compare.

with less diverse samples. Most of our variants outperform
EIML by a large margin. We keep P ≥ 0.2 to ensure that
at least one previous class occurs in each episode for 5-way
few-shot learning.
Ablation on λm and λe with P = 0.2. To understand the
role of each distillation component in Eq. (8), we ablate the
distillation loss terms. As shown in Figure 6b, our method
achieves the best results with λm = 0.5 and λe = 0.5,
which indicates that both distillation terms play a crucial
role in overcoming forgetting and generalizing to unseen
tasks. ERD with λm = 0.5, λe = 0 works similarly to ERD
with λm = 0, λe = 0.5. They both achieve much better
performance than without using distillations.
Ablation on memory buffer with P = 0.2, λm = λe =
0.5. In this experiment, we fix other hyper-parameters to
show how different numbers of exemplars affect incremen-
tal learning performance. We provide results for various
Nex and also with a bounded buffer size M which are both
commonly used for exemplar replay. From Figure 6c we see
that increasing Nex leads to a noticeable increase in perfor-
mance going from 2 to 20 exemplars (note that in EIML
increasing the number of exemplars does not influence per-
formance). However, also for ERD the gain is marginal be-
yond 20 exemplars per class. From Figure 6d, we observe
that with a smaller bounded buffer with only M = 500 ex-
emplars, ERD is still close to the joint training upper bound,
showing the importance of proposed sub-episodes.

4.5. Extension to Relation Networks

Since in Relation Networks there is no embedding to ex-
ploit for computing prototypes as in ProtoNets, IDA and
EIML cannot be directly applied. Therefore, we only com-

Learner: Relation Networks
Datasets: Mini-ImageNet CIFAR100 CUB

Backbone: 4-Conv
1-shot/5-way 16-task setting

Upper bound: 52.0 Upper bound: 59.2 Upper bound: 51.6
Sessions: 2 4 8 16 2 4 8 16 2 4 8 16

FT 24.4 28.5 25.5 28.7 31.1 30.0 35.2 26.8 37.1 38.1 37.0 34.0
ERD 27.7 29.9 34.5 30.1 35.6 39.3 45.7 35.9 37.3 42.9 47.9 42.5

Table 1. Meta-test accuracy by training sessions on the 16-task
settings. We evaluate 1-shot/5-way few-shot recognition on Mini-
ImageNet, CIFAR-100 and CUB.

pare with FT in this experiment. As the experimental re-
sults shown in Table 1, our model not only surpasses the FT
baseline significantly, but also gets close to the joint training
upper bounds after the last task, especially on CUB dataset.

5. Conclusions
In this paper we proposed Episodic Replay Distillation,

an approach to incremental few-shot recognition. We are
the first to show how this successful tool can be used for in-
cremental meta-learning. We exploit the exemplars to per-
form cross-task meta-learning which improves the discrimi-
native power of the learned representations. In addition, we
also use exemplars to perform our proposed episodic replay
distillation. Both contributions are shown to considerably
improve performance. Experiments on multiple few-shot
learning datasets demonstrate the effectiveness of ERD.
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