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Figure 1. Interpretable directions Blue, Floral, Sleeveless, Sequin and Leopard discovered in Fashion model. Original image is shown on
the left.

Abstract

Recent work such as StyleCLIP aims to harness the
power of CLIP embeddings for controlled manipulations.
Although these models are capable of manipulating images
based on a text prompt, the success of the manipulation of-
ten depends on careful selection of the appropriate text for
the desired manipulation. This limitation makes it partic-
ularly difficult to perform text-based manipulations in do-
mains where the user lacks expertise, such as fashion. To
address this problem, we propose a method for automat-
ically determining the most successful and relevant text-
based edits using a pre-trained StyleGAN model. Our ap-
proach consists of a novel mechanism that uses CLIP to
guide beam-search decoding, and a ranking method that
identifies the most relevant and successful edits based on
a list of keywords. We also demonstrate the capabilities of
our framework in several domains, including fashion.

*Equal contribution

1. Introduction

Popular GANs such as BigGAN [2] and StyleGAN [7]
have gained popularity due to their high-quality and realis-
tic image generation capabilities. However, the questions
of what knowledge GANs encapsulate in latent space and
how the latent representations can be used to manipulate
images remain open. Early work uses simple approaches
such as modifying the latent representation of images [15]
as well as more complex approaches such as searching for
directions and interpolating latent codes within pre-trained
GANs such as StyleGAN to guide the underlying genera-
tion process. Recently proposed methods aim to improve
the latent space structure of GANs in more principled ways
[5, 6, 18, 20] using supervised or unsupervised approaches.
Some recent works, such as Paint by Word [1] and Style-
CLIP [14], leverage the joint latent space of CLIP and the
generative capabilities of StyleGAN to manipulate real im-
ages with text prompts. However, the performance of the
manipulation often relies on carefully crafted text prompts
that are compatible with the desired manipulation, other-
wise the results become unsatisfactory. This limitation
makes it difficult to perform text-based manipulations for
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users who lack knowledge in the area, such as fashion.
In this work, we present Rank in Style, a ranking-based

approach to find interpretable directions in StyleGAN. In
particular, we first rank a large list of keywords to find a
variety of semantically meaningful manipulations based on
their editability and relevance. We then extend our method
with a novel CLIP-guided text generation strategy to gener-
ate a list of domain-specific keywords from a set of gener-
ated images, thus removing the dependency on the keyword
collection process. Our contributions are as follows:

• We present a novel ranking-based approach to finding
interpretable directions in StyleGAN. This approach is
particularly useful for scenarios where domain knowl-
edge is limited to generate reasonable text prompts.

• We propose a novel CLIP-guided beam search strat-
egy to generate a list of keywords that can be used to
perform domain-specific edits.

2. Related Work
InterfaceGAN [18] uses labeled data such as gender,

age, and facial expression to train Support Vector Machines
(SVMs) [13]. GANSpace [5] uses the outputs of the in-
termediate layers of StyleGAN and BigGAN models to find
meaningful manipulation directions such as transformation,
rotation, and augmentation or high-level attributes such as
gender, hair color, or age. They applied principal compo-
nent analysis (PCA) [21] to the outputs of the intermediate
layer of randomly selected latent vectors, using principal
components as latent directions. [19] uses dominant eigen-
vectors of the intermediate weight matrix as latent direc-
tions.

Another line of research focuses on finding latent direc-
tions using text prompts. [3] proposes an encoder-decoder
architecture capable of generating images based on feature
representations of images and text. However, they require
a labeled dataset consisting of images from the same do-
main. StackGAN [24] consists of two submodules, the first
of which generates a low quality image aligned to the shape
and color defined by the text description, and the second of
which translates the output of the first stage into a high qual-
ity image considering the target visual features. ManiGAN
[11] proposes a multi-level architecture capable of learning
the association between text segments and visual attributes
with a co-attention module. TAGAN [12] uses multiple lo-
cal word-level discriminators associated with specific visual
attributes, and is used to disentangle visual features based
on a given text within a single domain. TediGAN [23]
trains parallel encoders for text and image that are able to
map given input to the latent space of StyleGAN based on
visual-linguistic similarity. They are able to manipulate a
given image with text instructions by mixing the embed-
dings generated by the trained encoders. However, these

methods require carefully selected text-prompts in order to
perform desired edits.

3. Methodology
We propose a method that finds the most successful text-

based edits from a list of keywords by considering the at-
tributes relevance and editability. The list of keywords can
be provided manually, or can be automatically determined
using the proposed CLIP-guided beam search in Section
3.2.

3.1. Keyword Ranking

Our method uses the Stylespace S of StyleGAN2 [8]
which includes channel-wise style parameters, s ∈ S, due
to its disentangled nature [22]. Our objective function con-
sists of two distinct parts. First, we consider the relevance
of a given keyword. From a set of given keywords, the suc-
cessful texts should be relevant to the images generated by
the GAN model. We compute the relevance as the simi-
larity between generated images and keywords in the CLIP
embedding space. The relevance VR is defined as:

VR = SCLIP (G(s), t) (1)

where s is the style code that generates the original input
images, G is the pre-trained StyleGAN2 generator, t is the
text prompt, SCLIP is the cosine similarity between CLIP
embeddings. Relevance of each keyword is normalized be-
tween 0 and 1 using the relevance value of all keywords.

The relevance is not enough to assess whether a success-
ful manipulation can be performed using that keyword. For
instance, face keyword in the FFHQ [7] domain is associ-
ated with almost all images generated by GAN, but it is not
a suitable keyword to manipulate the images. Therefore, we
should measure the increase in the similarity score between
the text prompt and the images before and after the editing
process. The magnitude of the increase in similarity should
be high compared to the magnitude of the change. The ed-
itability VE is defined as:

VE =
SCLIP(G(s+ α), t)− SCLIP(G(s), t)

L2(CLIP(G(s+ α))− CLIP(G(s)))
(2)

where α is the degree of perturbation, CLIP is the model
to produce embeddings for images and text, and L2 is the
L2 norm. Finally, we rank the keywords for each chan-
nel by the value of VRVE . Larger values indicate a better
match between the keyword and the channel. Each channel
is assigned to the keyword with the highest VRVE score.
This is due to the fact that each channel in the style space is
responsible for a particular disentangled attribute [22]. To
find the most successful channel-keyword relationships, we
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consider the difference in ranking score between the first
and jth keywords for a channel. We then use the channel,
keyword and score information to perform edits.

3.2. CLIP-Guided Keyword Generation

Since collecting keywords from a predefined list is not
practical, we use a CLIP-guided text decoding strategy to
generate a set of keywords. To this end, we propose a mod-
ified beam-search formulation in which the beam scores
are updated with respect to the similarity score between a
generated image and the previously generated sequence for
each time step.

We use a similar notation as in [4], where βt represents
the score of the token t for a candidate beam. Each can-
didate receives a token extension w′ ∈ V , where V repre-
sents the vocabulary and each token has the likelihood of
log p(w′|w<t). In the greedy approach, the most likely B
beams are selected for the next step. We add the CLIP sim-
ilarity score between the candidate text and the provided
image, which is coming from the target domain, to the prob-
ability scores of the top-K most likely tokens by model pre-
diction:

β′
t+1 = βt + log p(w′|w<t) + η CLIP(x,w<t ⊕ w′) (3)

where w′ ∈ Vtop-K, Vtop-K ⊂ V is the candidate token
and, ⊕ operator stands for string concatenation.

We apply this generation process to N given images up
to T steps to curate a corpus containing outputs from all
steps. The reason we include the outputs from intermediate
steps is that we want to collect a diverse set of descriptions
without having to process a large number of images. Af-
ter text generation, we apply TF-IDF based post-processing
to extract the final keywords, as the generated texts can be
noisy and contain irrelevant words. By accepting each beam
output as a separate document, we calculate TF-IDF scores
of all bigrams and trigrams from the generated text corpus.
In the final step, we select the top ranking n-grams and re-
move punctuation and stop words to obtain a unique list of
keywords.

4. Experiments
We evaluate the proposed method for detecting se-

mantically meaningful directions using StyleGAN2 models
trained on different datasets. We apply the proposed model
to StyleGAN2 on a wide range of datasets, including hu-
man faces (FFHQ) [7] and Fashion. The fashion model is
a StyleGAN2 model trained on a custom dataset collected
from high-end fashion websites1. We also apply the pro-
posed model with the automatically generated keywords us-
ing our CLIP-guided beam search strategy. We then per-

1Farfetch: https://www.farfetch.com

form several qualitative experiments to demonstrate the ef-
fectiveness of our approach. Next, we discuss our exper-
imental setup and then present the results for StyleGAN2
models.

4.1. Experimental Setup

For StyleGAN2 experiments, we use truncation = 0.7,
and use the PyTorch framework and two NVIDIA Titan
RTX GPUs. For the CLIP-guided beam search strategy, we
set beam size to 15, the maximum sequence length to six
more than the number of tokens in the given text prompt,
η = 1.5 and K = 10000. To collect all the texts, we
generate 100 images for each domain. We use DistillGPT2
[16, 17] as the language model.

4.2. Qualitative Experiments

We use the keyword-based approach for the fashion
model, where the list of 120 keywords was collected from
the clothing categories of Farfetch. Figure 1 shows the top
ranked text-based directions obtained from set of keywords
provided. However, since it is not always possible to com-
pile a list of keywords for a given model, we generate de-
scriptive captions for each domain using our CLIP-guided
beam search strategy and apply the post-processing and
reranking steps to obtain the final list of keywords. Then we
apply manipulations for the directions found for the gener-
ated descriptions. For the fashion domain, Figure 3 shows
the manipulations for selected keywords such as orange,
black cotton dress among the top-20 keywords returned by
our method.

Figure 2 shows the comparison between our method
and other supervised and unsupervised methods. We com-
pare with StyleCLIP [14] and StyleMC [9] as supervised
techniques. As can be seen from the figure, our method
produces comparable edits to these. We compare with
GANSpace [5] and SeFA [19] as unsupervised techniques.
They make more entangled edits and change the identity of
the original image, while the edits of our method are disen-
tangled.

4.3. Human Evaluation

We performed a user study with n = 25 to compare our
method with popular unsupervised latent direction finding
methods, namely GANSpace [5] and SeFa [19], in terms
of disentanglement and semantically meaningfulness of
the discovered directions. First, we present the original
input image and the top 10 directions discovered by each
method, and ask them to assign a score between 1 and 5
for the disentanglement of the manipulations. Then we ask
them to assign a score between 1 and 5 for the semantically
meaningfulness of the manipulations. In both cases, higher
score indicates better results. Table 1 shows that our
method achieves better results in terms of disentanglement
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Figure 2. (a) shows the manipulations for our method. The text prompts are red hair showing, woman wearing glasses, white mustache,
green background, mouth open, red lipstick, forehead, orange, characteristic gray hairline, mature beard respectively. (b) shows results
for global direction method of StyleCLIP [14] and StyleMC [9]. (c) shows results for GANSpace [5] and SeFA [19].

Figure 3. Manipulations among the top-20 keywords in Fashion
model using the CLIP-guided keyword generation method. From
left to right: orange (α = 50), linen brownish (α = 60), black
cotton dress (α = 60), blue dress (α = 30), linen white (α = 25).

and semantically meaningful manipulations.

5. Social Impact and Limitation

Our method poses concerns in terms of misuse as in any
image synthesis and manipulation method as discussed in
[10]. Moreover, the CLIP-guided beam search strategy can
be prone to biases caused by GPT and CLIP models.

Method Disentanglement Semantically M.

SeFa 2.92± 1.31 2.88± 1.32
GANSpace 2.80± 1.43 2.96± 1.33
Ours 3.60± 1.31 3.08± 1.45

Table 1. Results for human evaluation experiment with mean and
std values. Higher score is better.

6. Conclusion

We present a novel rank-based approach to image gen-
eration and manipulation by finding interpretable directions
in StyleGAN. Unlike previous work that requires prompt
engineering to perform text-based image manipulation, our
method is able to discover interpretable edits among the
large number of domain-specific keywords. Moreover, we
eliminate the need to collect a large number of keywords for
a given domain by introducing a CLIP-guided beam search
strategy. We compared our method with various supervised
and unsupervised latent manipulation methods in terms of
disentanglement and semantically meaningful changes and
obtained favourable results.
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