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Abstract

Recent progress in 3D display technologies has raised the demand for stylized 3D digital content. Previous approaches either perform style transfer on stereoscopic image pairs or reconstruct 3D environment with multiple view images. In this paper, we propose a novel view stylization framework that can convert a single 2D image into multiple stylized views. It is a two-stage solution that contains view synthesis and neural style transfer. We estimate dense optical flow between the source and novel views so that the style transfer model can produce consistent results. Experimental results show that our method significantly improves the consistency among views compared to the baseline method.

1. Introduction

Artistic style transfer can modulate the existing content and enrich the content diversity. With the advancement in display technologies, 3D digital content for Augmented Reality (AR), Virtual Reality (VR), and naked-eye 3D displays have attracted much interest. How to produce multiple views with consistent artistic styles in 3D thus becomes an interesting issue. It enables various applications, including artwork with a VR display, style enhancement in AR glasses, and artistic animation in 3D televisions.

Novel view synthesis aims to generate unseen views from source view(s), while artistic style transfer extracts and migrates the style of an example image to target images. To integrate them, we should maintain the consistency of style for every individual point between the views. A naive approach is to directly cascade the novel view synthesis and neural style transfer models. However, such a method neglects spatial consistency. Despite great quality for every single view, users can easily perceive discrepancies when they navigate into the scene. Another way is to first modulates the style of a source view and then synthesize multiple novel views. Although it seems to successfully circumvent the consistency problem, the visual quality tends to be poor because 3D reconstruction information on which view synthesis relies is destroyed after style transfer.

In this work, we propose ArtNV, a novel view stylization framework that can synthesize novel views with designated artistic styles from only a single image. Our approach simply requires a source image together with an example style image as input; then multiple views can be generated at designated camera poses with designated artistic styles. Our approach leverages view synthesis techniques and can then convert both the input and novel views using neural style transfer. To ensure spatial consistency, we estimate dense optical flow to find the correspondence between source and novel views. The experimental results reveal that the proposed method is simple yet effective.

2. Related Works

We briefly review the relevant works including the novel view synthesis, neural style transfer, and their integration.

2.1. Novel View Synthesis

Novel View Synthesis is to generate unseen novel views using existing views. Learning-based view synthesis either utilizes implicit \cite{2, 3, 4, 5} or explicit \cite{9, 10, 11, 12, 13, 14, 15} representations to generate novel views. Neural Radiance Fields (NeRF) \cite{16, 17} learn the 3D scenes with multilayer perceptrons (MLP). Given a 3D position and view direction, it renders novel views using the color and volume density regressed by MLPs. Notwithstanding, training NeRF requires multi-view images with camera poses, and the rendering process is notoriously slow. On the other hand, meth-
ods using explicit representation generally estimate depth or multiplane images (MPI) to support view synthesis. SynSin [23] and PixelSynth [17] project the extracted CNN features of the input image into 3D space then reproject them on the novel image plane with differentiable rendering. Instead of a single depth image, MPI-based methods [21, 26] produce layered RGBA images with equaled space between layers. Each layer is warped and composited to synthesize novel views. One of the advantages of these methods is that they can produce novel views with only one source view.

2.2. Artistic Neural Style Transfer

Artistic Neural Style Transfer [7, 11, 13–15, 18] performs content-style separation and substitutes the style of template images for that of target images using deep neural networks. Image-optimization-based methods [7, 13, 14], also known as online methods, iteratively optimize the input images to make their style features approach to that of template image while preserving their content features. Building upon pre-trained VGG networks, these methods do not require any model training, but they suffer from slow test time optimization. Model-optimization-based methods [11, 15, 18], also known as offline methods, utilize an encoder-decoder architecture. Content and style features are extracted by the encoder and modulated at feature level before being decoded by the decoders. Though requiring a training domain, offline methods can operate in real-time during test time.

2.3. 3D Image Stylization

Stereoscopic Neural Style Transfer [2, 8] literally perform style transfer on stereo image pairs. They take a stereo pair as input and estimate disparity and occlusion maps with subnetworks to warp feature maps of stereo images. With the feature map of the left and right views, the decoder can produce two stylized images. However, a limitation is that these methods require a stereo image pair as input. Huang et al. [10] propose an approach that integrates the novel view synthesis and style transfer based on image sequences. It utilizes traditional Structure from Motion (SfM) tool to reconstruct the 3D point cloud of the scene and then performs style transfer directly on the point cloud before rendering on the novel image planes. Although it achieves globally consistent visual quality, it relies on delicate and time-consuming SfM that needs multiple views as inputs. Chiang et al. [4] introduce a 3D scene stylization using implicit representation. It adopts a hypernetwork to update the MLP weights that controls the color in NeRF, making it possible to generate stylized novel views. However, these approaches leverage multi-images or image sequences as inputs. We propose an approach that can produce consistent stylized images in 3D based on only a single image in this paper, which enforces more flexibility for the applications.

3. Proposed Method

3.1. Overview

The pipeline of our ArtNV is shown in Fig.2. It consists of two stages, view synthesis and style transfer. Our method takes a source image $I_0$ and a style image $I_s$ as input, and produces stylized source view $I'_0$ and $N$ stylized novel views $\{I'_i\}_{i=1:N}$. At the first stage, we utilize SynSin [23], an explicit multi-view synthesis method to produce novel views. Note that this module is interchangeable with other view synthesis methods such as [9, 17].

The second stage is neural style transfer with spatial consistency. View synthesis methods such as SynSin [23] provides dense depth information which can be used to compute the disparity. However, we found that the provided depth maps are blurry and inaccurate, which produce erroneous image correspondence. It could be because that common neural scene-synthesis methods (such as SynSin [23]) tends to find only sub-optimal depths since their objective focuses on the net effect of rendering the novel view via both depths and pose-related texture information.

In our method, we estimate the dense optical flow using RAFT [20] between the source view and novel views instead. To address the occlusion and noisy flows, we perform forward-backward consistency check to ensure the reliability of optical flow. With the estimated correspondence among views, we add an Occlusion-aware Consistency Loss
to the optimization objectives in addition to the vanilla image optimization-based style transfer. Without loss of generality, our current approach uses the online method [7] for neural style transfer. Offline methods (e.g., [11]) can be used as well by fine-tuning the pre-trained decoder with our Occlusion-aware Consistency Loss for spatial consistency.

3.2. Optimization Objectives

We conduct three losses, style loss $L_{style}$, content loss $L_{content}$ and occlusion-aware consistency loss $L_{corr}$.

Content Loss preserves the content information during the stylization by enforcing the similarity of high-level features obtained from a pre-trained neural network model.

$$L_{content} = \sum_{i \in [0,N]} \sum_{l \in \{l_c\}} \left\| F^l(I_i) - F^l(I'_i) \right\|^2, \quad (1)$$

where $l_c$ are the layers for computing the content loss, and $F^l$ are the feature maps.

Style Loss migrates the style information from style image $I_s$ to target images $I'_i$ using the correlations between features maps. We use the pre-trained VGG-19 [19] to extract the feature maps since its layer-wised structure without skip connections suits better for artistic style transfer. As explained in [22], advanced object classification models such as ResNet are inappropriate for style transfer as the residual connection would diminish the entropy of the feature map, resulting in failure of high level style patterns.

$$L_{style} = \sum_{i \in [0,N]} \sum_{l \in \{l_s\}} \left\| G(F^l(I_s)) - G(F^l(I'_i)) \right\|^2; \quad (2)$$

where $l_s$ are the layers for computing the style loss, and $G$ is the Gram Matrix for feature correlation.

Occlusion-aware Consistency Loss ensures the spatial consistency between the stylized views. It utilizes RAFT [20], a state-of-the-art optical flow to find the inter-view correspondence. Since there might be occlusion or mismatch flows, we estimate bidirectional optical flows, i.e., the flow $F^{s \rightarrow t}$ from the source view $I_0$ to the target views $I_i$ and the flows $F^{t \rightarrow s}$ from the target view $I_i$ to the source view $I_0$.

$$L_{corr}^i = \sum_{i=1}^{N} \left( \left\| I'_0 - W(I'_0, F^{t \rightarrow s}) \right\|^2 + \left\| I'_i - W(I'_0, F^{s \rightarrow t}) \right\|^2 \right) \quad (3)$$

where $W(I, F)$ is the warping operator that warps the image $I$ via optical flow $F$. $M^{t \rightarrow s}_i$ is the occlusion mask obtained by the forward-backward consistency check.

Total Loss is the combination of the content loss, style loss, and occlusion-aware consistency loss.

$$\mathcal{L} = \lambda_1 L_{content} + \lambda_2 L_{style} + \lambda_3 L_{corr}, \quad (4)$$

Figure 3. Qualitative results and the comparison between direct and the proposed method with occlusion-aware dense matching.
Table 1. Experimental comparison between the Direct and the proposed (ArtNV) methods. Left-hand side shows the quantitative results on the LPSIS metric, which reveal that our ArtNV outperforms the Direct method consistently for all scenes. The remaining part shows the results of user preference study. Note that our method is also more favorable on all criteria with statistical significance ($p$ value < 0.05).

<table>
<thead>
<tr>
<th>Method</th>
<th>Tanks and Temples (Quantitative Study; warped LPIPs metric)</th>
<th>RealEstate 10K (User Study; 7 point Likert scale)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ballroom</td>
<td>Barn</td>
</tr>
<tr>
<td>Direct</td>
<td>0.3519</td>
<td>0.3517</td>
</tr>
<tr>
<td>ArtNV</td>
<td>0.3300</td>
<td>0.3198</td>
</tr>
</tbody>
</table>

with $\lambda_1$, $\lambda_2$, $\lambda_3$ the hyperparameters for combination.

3.3. Implementation Details

We use SynSin model trained on RealEstate10K [26] datasets for the view synthesis stage; it covers common indoor and outdoor scenes. The source image is resized into $256 \times 256$ before being fed into the view synthesis network. The dense matching is achieved by RAFT [20] and we adopt the default settings. For the style transfer stage, we optimize the source and novel views resized into $512 \times 512$ with the content and style loss computed with pre-trained VGG-19 network [19]. Following the convention of online methods, we use Limited-memory BFGS (LBFGS) as our optimizer. We optimize each image for 300 iterations. The hyperparameters are $\lambda_1 = 1e6$, $\lambda_2 = 1$, and $\lambda_3 = 3000$.

4. Experimental Results

As there is no previous study that requires only a single view for 3D-consistent artistic style transfer, we compare our method with the baseline approach that cascades the view synthesis and style transfer models directly (called the Direct Method). We conduct quantitative, qualitative, and user preference studies to evaluate our ArtNV method.

4.1. Quantitative Results

We perform stylized view synthesis using content images from Tanks and Temples [12] dataset and 21 style images from [6]. Tanks and Temples are video sequences taken by handheld camera at different scenes. We test our methods on six different scenes, including Ballroom, Barn, Church, Courtroom, Museum, and Temple, with a 2410 images in total. For each image in the sequence, we generate 12 surrounding views and randomly select one style image to perform style transfer. The comparison between the baseline Direct and proposed ArtNV methods are shown in the left part of Table 1. We use the warped LPIPS metric [25] to evaluate the spatial consistency between novel views,

$$E_{\text{warp}}(I_i, I_j') = \text{LPIPS} \left( I_i, W(I_j', F_j^{t\rightarrow s}), M_j^{t\rightarrow s} \right).$$

(5)

The results show that our method outperforms the baseline method significantly in terms of perceptual similarity.

4.2. Qualitative Results

We also report results on RealEstate10K [26] with style images sampled from the WikiArt [1]. RealEstate10K collects indoor and outdoor images from YouTube videos. The visual comparison between the baseline Direct and the proposed ArtNV methods are shown in Fig. 3. The proposed method achieves better spatial consistency in terms of strokes, dots, and colors in each image pair. The number of dots, color of patches, and the position of strokes are inconsistent without using the proposed multi-view constraints.

4.3. User Preference Study

We recruit 16 users (10 males and 6 females) to evaluate our method. We show 10 stereo image pairs sequentially on a large screen and ask users to grade their consistency in terms of colors, strokes, and points of each pair. We also show 10 videos consisting of 12 novel views and let users judge the flickering effect. We adopt 7 Point Likert Scale as our grading metrics, higher is better. The results are shown in the right part of Table 1. The one-way ANOVA test shows that most users believe the proposed methods outperform the Direct method with statistical significance.

5. Conclusions and Future Works

We propose a flexible framework for stylized novel view synthesis that requires only a single content image. Our ArtNV method first performs view synthesis, which is then followed by a spatially consistent style transfer. It leverages the dense optical flow and occlusion map to achieve spatial consistency between stylized views. Experimental analyses reveal that the proposed method can synthesize more consistent stylized novel views. Our method is potentially extendable to a general solution handling both individual images and videos. As for future work, we would like to integrate the stylized view synthesis method with 3D display and create interactive applications.
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